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WELCOUE 

On tha behalf of the Argonne National Laboratory and tha NEACRP, I 

would like to welcoae all of you to thla Speclallata NaatIng on Faat Fiaaloo 

Croaa Sactlona. Prvclaa Imowledge of theae croaa aactlooa la eaaantlal to 

cha developaeot of nuclaar pomr, and particularly to the faat reactor 

ayatMMi that are of prlaary Intareat here at Argonne. We hope thet thla 

gathering of outataodlng apaclallata will help to aore preclaely Identify 

the areas of flaalon croaa aectlon unccrtalntlea and that your dlacuaalona 

will In ilse rcault In a far nora prcclaa knowledge of theae vital quantl-

tlea. The taportanc* of euch baalc croaa aectlon Infonutlon was brought 

hoBc to aa again at the NEACRP Meeting of the peat week where the dlacuaalona 

Indicated to ae that tha Reactor Phyalca Caanunlty la giving aore attention 

to baalc differential data than haa been the caae for aany years. We want 

your stay here to be both productive and plaaaant and wc will do our beet to 

help you achieve theae enda In any way wc can. 

Dr. C. E. Till 

Director, Applied Phyalca Dlvlalon. Argonne National Laboratory 

U. S. MMber of tha NEACRP 



II 

mTROVUCTORV REMARKS 

This Specialists Meeting was conceived to assess the contemporary 
233 235 238 

status of the fast-neutron-fission cross sections of U, U, U 

239 

and Pu, and associated problems, in both relative and absolute con­

texts. Somewhat more than a year ago, at the Conference on Nuclear 

Cross Sections aî d Technology , it became evident that world-wide 

fission-cross-section efforts were coming to a focus. It seemed likely 

that within a year a wealth of new and precise experimental information 

would be available. That has occurred and the present Specialists Meeting 

addressed those new, as well as prior results; identifying contemporary 

accuracies, consistencies and discrepancies; discussing methods, 

techniques and theoretical capability; and recommending future efforts. 

The meeting was encouraged and endorsed by both the NEANDC and NEACRP. 

NEA member states were widely represented by the attendees including 

those Interested In both the microscopic cross sections and their 

applications. 

The promise of this meeting was partly realized before it convened 

as a large body of new Information was made available by attendees 

prior to their arrival. This material together with previous information 

now forms a Fast-Neutron-Fission Cross Section Data File of unique coverage 

and quality. It provided an essential foundation for the discussions 

at the meeting and will be of continued high value for a wide range of 

subsequent studies including measurements, evaluations and applied 

calculations. The meeting consisted of two major sections: 1) review 

and research papers and 2) two technical-study sessions. The former, 

with the associated discussions, are a major portion of these proceedings. 

The results of the technical-study sessions were summarized by the 

session chairmen respectively addressing the areas of fission-cross-

section ratios and of absolute fission cross sections (primarily those 

a. proc. of the Conf. on Nuclear Cross Sections and Technology, National 
Bureau of Standards, NBS-Speclal Publication 425 (1975). 



I l l 

of U). The two technical areaa are Int laate ly re lated . Thla waa 

ref lected In the dlacuealona aaaoclated with both tha reaaarch papara 

and the aieaMrlae of the technlcal-atudy aaaalons aa recorded in tbeee 

proceedlnga. It la the hope of the Orgaolilng Coaalttee and tha 

Chairman that tha aaetlng end the proceedlnga w i l l provide a coaipro-

benalve aoBary of thla eaaantlal croaa aectlon f i e ld that w i l l at laulat i 

and guide both alcroacoplc aeaauraaant prograaa and applied uaee of 

flaalon croae aactlooa. The proceedlnga are dedicated to theae goela. 

The Organising Coaailttea la vary auch Indebted to Dra. C. Bowan 

and R. Pee l le for their able direct ion of the technlcel-atudy aeeelooa. 

The CoaKltta* la alao Indebted to the Sc i ent i f i c Secretary, Dr. V. 

Poenlt i , for hla coaprehenalva technical and adalnlatratlve contrlb-

utlona that were eesental to the aeet lng . 

Argonne, July 1976 

A. B. Smith, Chairman 
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TBBORT OF NUCLEAR FISSION: A REVIEW 

U. Moaal 

Instltut filr Theoretlache Phyalk. Unlveraliat Clesaen. 
63 Gleeeen, Germany 

ABSTRACT 

Oncral pri^pvrciew of nuclear flaalon are reviewed and re­
lated to our present knowledge of flaalon theory. For thla 
purpose the baalc reaaons for the shape of the fission berrlera 
are discussed and their conacquences ccaipared with experlaental 
reault* on barrier ahapen and structures. Special eaphaala la 
put on the sHv^etry of the fission barriers and aass-dlatrl-
butions and it* relation to the sheila of th« nascent fraRaent 
ahells. Finally t̂.<- problea of calculating flaalon croaa 
aectlona la dlacuaaod. 

IHTRODUCTION 

The process of nuclear fission In which a nucleua spllta uaually Into 
two parta Is the aost violent change a nuclear aany-body ayatea aay undergo. 
The coaplrxltv of thla procena due to the large nuabar of partlclea In­
volved has neceaaltated the uae of nacroacopic approxlaatIon aethoda In the 
aany-body treataent. These aacroacoplc aethoda, aalnly the uae of the 
liquid drop eodel (LOM), t.sve led to a very physical deacrlptloo of the 
prereaa that can easily be vlsualited aa a apllt of a charged liquid drop 
Into two halves (1). 

The LCH dcacribes flaalon aa the reault of a competition between the 
deforming Coulomb force and the surface ooorgy that favors a apherlcal 
ahape. Since the work of Bohr and Wheeler (2] and of Swlateckl (2) It la 
well-known that thla aodel gives a good average deacrlptlon of nuclear 
flaalon. However, the elaborate LOU calculations by Nix [3] have alao 
ahown the llaltatlona of thla aodel: one of the aoat dominant featurea of 
fiaaloo in the actlnide region, namely the aaaa aajiamitry, could not be 
reproduced by the LDM. 

Besldea thla failure several other experlaMOtal facts have alwaya 
pointed to the poealble Influence of ahell effecta In nuclear flaalon, 
namely the aewtooth-atructure of the fragment excitation energlea irlth a 
ainiata at AM32, the oeak of tha kinetic energy diatrlbutlona at the 
double aaglc nucleua ' 'Sn and the remarkable conatancy of the heavy 



fragment mass peak at A'\>138, with all three properties being independent of 
the mass of the fissioning nucleus. These results were summarized by H.W. 
Schmitt in his 1968 Vienna paper [4]. The first two properties can quali­
tatively be understood on the basis of a simple scission configuration model 
developed by Terell, Vandenbosch [5] and Schmitt [4]. Since the doubly 
magic nucleus ^^^Sn is very stiff a mass split involving this nucleus will 
consist of a nearly spherical Sn-nucleus and a rather elongated second 
fragment at scission. The excitation energy - believed to be mainly defor­
mation energy - of the Sn nucleus will thus be small and the Coulomb 
repulsion energy due to the closer distance between the charge centers of 
the two fragments will be large. Thus the minimum of E^ and the corre­
sponding maximum of E at A'v̂ l32 are easily understood in this model that is 
entirely based on the fragment shell structures. ̂ It is, however, also 
clear that the peak of the mass-distribution at A'\'138 - 140 does not fit 
into this simple picture. 

It has always been an intriguing question how and when fragment shells 
form during the fission process and what their relation to the shells of 
the compound nucleus is. This question became especially interesting when 
Myers and Swlateckl [6] demonstrated the close relationship between shells, 
i.e. zones of low single particle level density at the Fermi-surface, and 
extra nuclear binding and when Strutlnsky [7] showed that this connection is 
a general phenomenon not confined to spherical nuclei. This latter finding 
demonstrated that strong shells may appear at quite large deformations and 
may have drastic consequences for the structure of the total energy of a 
nucleus under deformation like, e.g. causing second minima in the potential 
energy surface. These shells around the fission barrier might thus help to 
bridge the large gap in deformation space between the shells of the fission­
ing nucleus and those of the fragments. 

The outline of this article is as follows: In the second part we will 
briefly review the technicalities of calculating potential energy surfaces, 
i.e. mainly the shell correction method. It will also contain information 
on the general connection between deformations and shells. In part III 
results of calculations for fission barriers are compared with experiment. 
Special emphasis will be put on the (simplified) question whether the mass-
asyiranetry of low-energy nuclear fission is dominated by the structure of the 
fissioning nucleus or by that of the fragments. In part IV finally we will 
discuss the effects of a double himip in the fission barrier on fission 
probabilities as well as our present abilities to calculate fission cross 
sections. 

SHELL CORRECTION METHOD AND DEFORMED SHELLS 

Some of the first calculations of potential-energy surfaces with the 
purpose of determining nuclear ground state deformations were undertaken by 
Nilsson who simply simraied up single particle energies [8]. The results of 
these calculations were surprisingly good [8]. 

It, therefore, came somewhat as a surprise that this same procedure 
failed when applied to a potential containing also a neck-in degree of 
freedom [8]. The reasons for this failure have been understood since then: 



They are the Inadequacy of the voluae-conaenrat i<'n constraint and the wrong 
aayaptotlc behavior of the NtlaaonHiodel at large deformatlona which doea 
not allow for a arparatton «f the nucleua Into two parte (9). Whereaa the 
latter reetrlctlon can be dropped by uae of two-center potentiala (aee part 
III) the queatloo of volume conaervatIon, or equlvalently self-conelatency, 
doea not allow an eaay ans%fer. 

Since, however, the bulk-propertlea of nuclei are on the average 
deacrlbed rather well by the liquid drop model it Is natural to look for a 
hybrid approach that comblnee the good deacrlptlon of average propertiee of 
nuclei like, e.g., ground atate binding energies and flaalon barriere, with 
a eodel that cootaina the effecta of deformed ahella. like e deformed ahell 
aodel. Such a hybrid approach haa become known *m the '^acroacoplc-micro-
acoplc" or the "ahell-correction" method (10). 

The flrat attempts to calculate ahell correctloos to the LDM were 
undertaken by Nyera and Swlateckl (6) %fho calculated ground atate ahell 
correcttooa oo the baala of a acheaMtlcally bunched elngle particle model. 
The breakthrough, however, caae only when Gelllkman [11] and Strutlnsky (7) 
reallted that the exlateoce of ahella. I.e. large gape in the aingle parti­
cle level schemes. Is a general phenomenon not reetrlcted to xero deforma­
tion. 

The StrutItvaky method to calculate the ehell correctlooa la nowadaya 
well uoderatood and haa been reviewed by aeveral authora (12). Furthermore, 
with the help of self-consistent celculationa the accuracy of the method haa 
now been teated (13|. It waa found to be of the order of about 0.5-1.0 NeV 
to be compared with the total ahell correction in the range of 0-12 NeV at 
the ground state and about 2-3 KeV at the eaddlepolnt. 

The ahell aodcls uaed to generate the ahell correctlona for nuclear 
flaalon have to fulfill the basic requlresMnt that they are able to describe 
the shells of the flaalonlng nucleua MM well as thoae of the flnsl fragmeata. 
Three general typea of auch modela exiat: a) the folded Yukewe model in 
which a Yukawa-force la folded vlth a uniform, deformed denalty (14], b) the 
deformed Wooda-Saxon aodel (15) and c) a aodified two center harmonic 
aaclllstor model (16) (17). All three depend on a aet of ahape-parametera 
A that apeclfy a family of nuclaar ahapea aultablr for flaalon. The total 
potential energy aurface (PES) la then trrltten aa: 

I(.) - I4JJ„(*) • «0(o) • KpCo) 

where E standa for the pairing energy generated in the uaual BCS formaliam 
end '.V represents the shell correction enerRv. 

Ooe ahould finally mention that recently aelf-conaiatent calculatlooa 
for fiaaloo barriere have been performed by Flocard et al. (18) ualng the 
Skyrme force end by Kolb et al. (19) employing a self-conalatent K-matrix 
model. However, ea theae calculations are at 111 in an exploratory atage 
and alnce the reaulta are not nearly aa good as those obtained with the 
Strutlnsky-«Mthod they will not be dlacusaed any further. 



Before going into a detailed comparison of calculated fission barriers 
with experimental values it is worthwhile to point out some regularities in 
the appearance of shells along the deformation degree of freedom. It has 
first been noted by Gelllkman [11] that the spectrum of a deformed harmonic 
oscillator model shows at specific deformations strong degeneracies of the 
single particle levels. This is the case always when the ratio of the two 
frequencies of an axially symmetric oscillator is equal to that of two 
Integers. Thus whenever the ratio of axes of an ellipsoidal nucleus becomes 
a rational number shells do appear (see Fig. 1). Since shells correspond 
to extra binding relative to the LDM smooth background energy, they are 
associated with negative values of the shell corrections 6U. 

These same shells persist in more refined models, like e.g., a de­
formed Woods-Saxon potential. They thus lead to an oscillatory structure of 
6U vs. a. If these oscillations occur at a deformation at which the under­
lying LDM energy is flat the shell corrections can cause second minima and 
maxima in the fission barriers. In Wong's notation the (1:1) shell is 
responsible for the existence of spherical nuclei, the ground states of the 
rare earth and actinlde nuclei originate in the (3:4) shell and the (1:2) 
shell leads to the existence of shape isomeric states [20]. (The numbers 
give the ratio of minor to major axis in an ellipsoidal shape). It was 
recently pointed out by Schultheiss et al. that at these same deformations 
strong cluster structures should be present [21]. It will be interesting to 
see the general connection between this picture and the geometrical proper­
ties as discussed above. 

FISSION BARRIERS, COMPARISON WITH EXPERIMENT 

Properties of the Barrier. Experimental information on barrier para­
meters like the height of the two humps, the relative energy of the second 
minimum and the widths of the barriers can be obtained from direct reaction 
studies giving the fission probability as a function of excitation energy 
combined with measurements of fission Isomer excitation functions [22]. In 
these experiments a direct reaction is used to produce an excited nucleus 
and the branching ratio for decay by fission either directly or from the 
Isomeric state relative to other decay modes is measured. These branching 
ratios can then be analyzed by means of a statistical model into which the 
barrier properties enter through the barrier-penetrability. A comparison 
of barrier and isomer energies with theoretical values is given in Fig. 2. 
The theoretical values have been obtained in three independent calculations 
which differ mainly in the single particle models used. Asymmetric degrees 
of freedom for the second barrier (see next section) as well as axially 
asymmetric deformations for the first barrier have been Included. 

The average discrepancy between theory and experiment is of the order 
of 1-2 MeV (remember, that the Strutlnsky method itself has an Inaccuracy 
of about 1 MeVi). The most serious disagreement appears for Th- and the 
light U-lsotopes. In spite of two somewhat speculative explanations of 
these discrepancies either in terms of a third minimum or the dynamic 
barrier [44] the Th-anomaly is still unexplained. 



If the picture of a double humped barrlrt la Indrrd correct then there 
ahould also be a y-decay from the flrat Isomeric mlnlataa through the first 
barrier down to the ground state. Indeed in 1971 the existence of auch a 
y-ray was deaonatrated by Ruaso et al. (21) f.i the case «r ''"l*. This 
aeasurement has yielded the first direct Information on the excitation 
energy of a ahape iscner (2.56 NeV). 

The experimental Informationa deacrlbed eu far depend only on the 
energlea of maxima or alnlaui of the PFs but not on their deformation. That 
the flaalon Isomers wsre Indeed due to ahape IsoaMrlea was deaonatratra by 
Specht et al. who aucceeded in Identifying a rotational band build on the 
ahape isomerIc ground state (24). The aomant of Inertia of thla band is 
about twice of that of the ga-band and represents the largeat aoment of 
Inertia ever found for nuclei thua confirming - at leeat in an Indirect 
way - the larger deformation of the flaalon Isoaar (aee Fig. 3). 

Recen'Iv Habs, Metag and Spacht (55) were alao able to aeaaure the 
lifetiae ot the rotational atates in the aecond alnlatai. Since In the 
rotational aodel the BC2 value Is directly connected with the quadrupole 
atiant the nuclear deforaatloo can directly be obtained In thla way. It la 
found that this quantity aa aeaaurrJ by the ratio of axes of an axlally 
ayametric spheroid la 2:1 In agreement irlth the prcdlctlona given earlier 
on the baals of a schematic aingle particle model. 

Besides this meaaurement of a rotational band also a spectroecopy of 
aingle particle excltatlona In the aecond alnlataa has now begun. The flrat 
results on thla point were obtained by Vandenboach and co-workera (25) who 
derived froa aeaaurementa of laomer excitation functlona and their depend­
ence oo angular naaentia of the compound nucleua tha energy-difference and 
poealble spin assignments for two iaoaerlc statea In '^^Pu. Recently alao 
anlaotropies In the fragaent angular diatrlbutlona (26) aa well aa aagnetlc 
aoaenta of these states obtained in aaaauraaenta of tha apln preceaaion in 
an external aagnetlc field (27) have been obtained In order to determine 
the quantiaa numbera of the statea in the aecond mlnimtaa. 

Maaa Aaywitry. The predomlnently asyaatetrlc mass split in low energy 
nuclaar flaalon has been known since a long time aa well aa the fact thet 
lighter nuclei around Pb fission syemetrically (1). Only rather recently 
our knowledge on thla point has been broadened by maaa diatributlon aeasura-
aenta both on the low A and the high A side of the actinlde regloo. For 
the former region it was damonatrated by Konecny et al. that the triple-
htaped maaa diatributlon obaerved for the Ra-region la indeed genuine and 
not due to a auper-poaltIon of flrat and aecond chance flaalon of different 
compound nuclei at different excitation energlea (28). 

For the upper end of preaently kno%fn nuclei aaaa-dlatrlbutlon aaaaura­
aenta have been performed for the heavy Pa-laotopas (29-32). These aeas-
ureaMnts that will be diacuaaed In aome more detail later on have ahown a 
tranaitioo from aaaa-aayaaetry back to a aurprlaingly aharp aaaa diatribu­
tlon aa obtained in the apontaneoua flaalon of "̂"̂ Fm obtained by a (t,p) 
reaction on a ^^^fm target. Schematically thla transition and tha different 
typea of aaaa diatrlbutlona are ahown In Fig. 4 that alao illuatrataa their 
excitation energy dependence. 



As a more quantitative measure of the transition from asymmetry to 
symmetry in this region may serve the peak to valley ratios of the mass 
distributions for some representative nuclei shown in Table I. 

Turning now to the theoretical description of these phenomena one has 
to discuss the behavior of the PES under asymmetric deformations. 

MHller and Nilsson [33] were the first to demonstrate the instability 
of the second barrier against (Y ,Y^) type deformations. Since then their 
finding has been confirmed by several other groups. Fig. 5 shows the 
calculated energy differences between symmetric and asjmmietric saddle 
points. Fig. 6, comparing the calculated asymmetries at the second saddle 
point with experiment, shows a rather good semiquantitative description of 
the absolute magrjitude and the A-dependence. 

Representative for all these results is the PES for ^^^U shown in Fig. 
7 as obtained by Mustafa et al. [17]. This PES is a result of a full four 
dimensional calculation in which the surface has been traced as a function 
of two symmetric and two asjmmietric shape coordinates. For the sake of 
making an illustration possible the PES has been minimized for a given (D,X) 
point with respect to the two other parameters. A priori, however, it is 
not self-evident that the dynamics of the fission process necessarily follow 
this lowest energy path (see Section IV). However, the experimentally 
observed appearance of strong fragment shells in fragment excitation and 
kinetic energies at least gives a strong indication for the physical 
significance of the minimization performed. 

Fig. 7 shows that an asjramietrically deformed barrier at 0^5 fm appears 
at a mass-division of Â /Â '\'146/90 and that from there on a valley runs 
down all the way to scission to a slightly smaller asymmetry of 
Â /Â '\'140/96 in accord with the experimentally observed peak of the mass 
distribution. 

The fact that a continuous valley extends down from the saddle to 
scission makes it difficult to Interpret the origins of this valley in 
terms of compound or fragment shells alone (one has to remember that at the 
second saddle point the nucleus is hardly necked-in at all). An analysis of 
the single particle energies clearly shows that for D^2.5fm the fragments 
are well preformed (at symmetry always two states with different paritv 
become nearly degenerate). However, for larger D this point is difficult 
to decide from the energies alone. 

A study by Andersen, however, has shown that the appearance of the 
shell that is responsible for the asymmetry at the second barrier can be 
traced back directly to fragment shell properties [33]. In this particular 
case the shell is due to a repulsion between two single particle states 
with a low number of nodes in z-dlrectlon [35]. These states are most 
sensitive to the formation of a central barrier between the two nascent 
fragments in the single particle potential. This finding by Andersen thus 
continuously links the mass-asymmetry as early as at the second saddle to 
the shells of the final fragments. 

The argument above shows that as soon as the necking-in causes a 



central barrier in the s.p. potential a cluaterlng of states will aet In. 
This finding may thus poaalbly provide the first alcroacoplc evidence for 
the baalc asstaiptton of the cluster aodel of nuclear fission (36). 

Turning new to the two ends of the sctinlde region one aay aay that 
for the aass-dlstributlona in the Ra-reglon no satlafactory deacrlptlon 
extata ao far (37). However, the transition back to aaaa-ayaaetry In the 
heavy Pk taotopea found by groupa froa Argonne, Livermore and Loa Alamoa 
can be well deacrlbed by two-center model celculationa (the only ones per­
formed for theee nuclei all the wav to sclaalon) (17,29). 

The coaipariaon of the two reaulta for -'̂ 'Fai(n,f) and '^'PaCs.f) la 
particularly Intereatlng. Aa theoretical celculationa predict a lowering 
of the aayeaMtric saddle by only about 0.1 NeV (compared to 3.3 HeV for 
Uranlisi) (38) the excitation energy In the (n.f) reaction ahould be auf-
ficl«it to wash out thla small difference (39). That the experlaentally 
found aayametry, however, at ill peralata in thla case points to the in­
fluence of the PES between asddle and scission on the aaaa diatributlon. 
In other words: the saddle point shape alone doea not determine the meaa 
diatributlon. Celculationa by Nuatafa et al., using the modified two ceoter 
harmonic oeclllator model. Indeed have predicted the correct behavior In 
teraa of fragment ahell Influencea cloaer to aciaaloo aa ahown in Fig. 8 
(17,40). A predominance of fragment ahella In thla particular caae of the 

to be expected aa the nucleua '̂ ""Pm can i ft»-lsotop«s la Indeed to be expected aa the nucleua *^ Fm can split syaMt-
rlcally into two doxAly aaglc fragment nuclei '^'Sn. On the beala of theae 
fragment ahells it waa predicted that the fragment kinetic energies should 
reach a aaxlaus in the heavy Pm-laotopea and that at the aama time the 
fragment excitation energlea go to a minimum (41). 

Thla prediction devlataa draatlcally from all amooth LDH ayatamatica 
that describe rather well the energetlca of the fisaioo of the lighter 
artlnldea. It la a typical fragment ahell effect in which the apeclal 
doubly magic atructure of the two naacent fragment cluatars la felt very 
early In the descent from saddle to aciaaion. Aa doubly magic nuclei have 
a strong preference for spherical ahapea. the fragmenta in tha ayaaMtric 
flaalon of '""Pa are expected to be little deformed at aclsaloo. Thla then 
causae a high Coulomb repulaion leading to large kinetic energlea and low 
fragment excitation energlea. 

The predict 1cm of a maximta of E. and a correaponding minimum of B 
around '^ Ni hea recently been aupporled by new axperimanta on the Pk 
Isotopea. 256,257,258 and 259. Tha data ahow Indeed a aigniflcsnt Increaae 
lo the kinetic energy and a dip in tha excitation energlea (aee Fig. 9 end 
10). (41.42). 

Suaasriting thla aectlon. one can atate that overall the theoretical 
predict lone ualng the Strutlnsky ahell correction method have been very 
aucceaaful. Major dlfflcultlaa exlat for a correct deacrlptlon of tha inner 
berrlera of the Th-laotopes snd for sn underatanding of the excitation-
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energy dependence of the mass-distributions in the Ra-reglon [28]. The mass 
distributions in the U-reglon are mainly determined by fragment shell 
properties as the saddle point shells are strongly influenced by a cluster­
ing of s.p. states that go continuously over into the fragment states. For 
the Fm-lsotopes the predominance of the fragment-shell influence is undis­
puted because of the special fragment structure there. Experimentally this 
is confirmed by the sudden change of the mass distributions, taken together 
with an Irregular behavior of the fragment kinetic and excitation energies 
in this region. 

FISSION CROSS SECTIONS 

If the process of nuclear fission proceeds through a compound-nucleus 
the fission cross section is given by (see e.g., Ref. [1]): 

a^ = a 'f "c r^ ̂  
tot 

(5.1) 

where T^ is the fission width, r the total decay width and a^ the com­
pound nucleus formation cross section. The fission width T^ is proportlona 
to the number of open channels at the saddle point if the lifetime of the 
decaying nucleus is so long that the fission channel is randomly populated: 

p (E') dE' (5.2) 

E-E 
r s 

r. = f 2Trp (E) s 

Here p is the level-density at the saddle point whose energy is given by 
E . T^e quantity p gives the level density at the equilibrium deformation, 
s 

If one furthermore assumes that also the neutron decay can be described 
by the statistical expression [1]: 

r = 
4m 
n 

n 2TTP (E) ^2 

E-B 
n 

°inv^^='>^=' (5-3^ 

with p being the level-density of the residual nucleus after neutron 
evaporation, B being the neutron binding energy and a the cross section 
for neutron absorption, then the total width and from it the fission proba­
bility can be calculated. 

Up to about five years ago studies along these lines have used Fermi-
gas level-densities in the expressions above. The level-density parameter 
and the fission barrier height were treated as free parameters and extracted 
from fits to the data (for a review see Ref. [1]). 

By using methods of statistical physics, the level-densities can, 
however, also be calculated from microscopic single particle energies [45, 
46]. Since the preceding sections have shown that the predictions of 
fission-barrier properties by microscopic models are quite successful it is 
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tamptlng to obtain both F. and p(K) froa the saae microscopic aodels thue 
making a cooalatent , paraJUter-free calculation of fisei<>« probabilities 
poealble (47). An example for auch a calculation la shown in Fig. 11. It 
la aeen thet the model predicts the correct alopea of T.IV . However, the 
uncertainties In the flaalon barrier helghta appear In the exponenta In the 
level-density, became thus magnified and can lead to quite draatlc devle-
tlons In V.IT . In similar calculations for actinlde nuclei only the level-
denaltlea nave, therefore, been taken from alcroacoplc celculationa whereas 
the berrier-helghta have been treated aa free paremetera to be determined 
from a fit to direct-react Ion data (22.48). 

The preaence of a double htaip In the flaalon barrier haa a aarked 
effect on flaalon probabilltlea: reaonancea In thla quantity will appear 
at excitation energlea correaponding to a 8-vlbratlonal state (assumed to be 
the :lsslon degree of freedom) In the second alnlatai (see Fig. 12). The 
earlleat example for auch a reeonance la aeen In the neutron-Induced flaalon 
of "*Th (49). As seen in Fig. 1) the peak in the fission croaa section at 
a neutron energy of 720 keV rlaea more than an order of magnitude above the 
saooth part of the croas section (Inetnaeotal resolution "^ 5 keV, paak 
width 'v 14 keV). '.Vry recently It haa been reported by Blona et al. 

(56) that a fine atructure in this resonance could be obaerved corre-
•poodirtg poesibly to a rotational band on top of the 8-vibrational resouancc. 

Slallar reaonancea have also been seen In a niaiber of direct react lone. 
All theae atates lie close to the top of the fission barrier near 5 MeV 
excitation. In order to confirm the character of this resonance as a 
Ic-vlbratlon It la desirable a.) to find other reeonancea cloaa by which 
correspond to other collective vibratiooa, e.g. octupola, orthogonal to tha 
flaalon degree and which are built on the f-vlbratloo and b.) to dlacover 
other .•̂ -vibrational rraooances. I.e. other aembera of this type of vlbra-
tlor., at lower excltatioo. 

Both alma have been achieved In recent experimenta by P. Paul and 
collaborators in (d.pf) experiments (50,51). An example la the caae of 
'^*Pu which Is llluatratad In Fig. 14. One aees that at -^.5^ MeV of 
excitation the otherwise ateeplv rlaing croaa aectlon levcla off corre­
sponding to a 0 ^-vibrational reaonence with other statea built on it. The 
flaalon probability then ateeply riaea again until It raecbes the next 
vibrational resonance at 5 MeV which again has severel other banda built on 
it. Thr great value that lies in such an experiment la that it allowa one 
to determine the energy of a B'-vlbrat lone 1 phonon (M). 5 MeV in thla caae) 
thus giving aore detailed Information on the structure of the poteutlal 
energy surface in the aecond minimum and aimultaneoualy confirming directly 
the vibrational character of the resonance. 

The rxiatence of rather sharplv defined vibrational resonances impllea 
that the coupling to intrinsic single particle atates in the aecond well la 
email. This Is reasonable since e.g. In the case of '**Pu (d.pf) diacuaaed 
above the vibrational rnaonanca at 4.5 MeV corresponds to only about 2.0 
MeV excitation energy In the second alnlatai (bottom of aecond well in '**U 
at 2.56 MeV, aee iî ct. III). 
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At higher energies, i.e. around the neutron binding energy for example, 
however, there will be a strong coupling of 6-vlbratlonal resonances in the 
first well and moderate coupling in the second well. This means that the 
fission probability will spread out over many resonances grouped around the 
e-vlbrational states in the second well and originating in the coupling of 
the vibrational state to intrinsic states the second well. Each of these 
intermediate structure resona'-ces will then also show a fine structure due 
to the coupling to the much censer states in the first well. The most 
famous example for this situation is the experiment by Migneco and Theobald 
done at Geel [52,53]. That the many fission resonances Indeed can be 
Interpreted in the picture given above was further confirmed by a measure­
ment of the individual spins of the resonances within one group in the case 
of 23'7Np(n,f). It was shown by Keyworth et al. [54] that all these reso­
nances within an intermediate structure group have indeed the same spin as 
predicted by the coupling model discussed above. Statistical tests on the 
^^^U + n fission cross sections have recently shown that also in this system 
fluctuations in the neutron-cross sections can be explained in terms of 
fission-probability enhancement due to the presence of states in the second 
minimum [57]. 
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TABLE I 

Characteristics of Mass Distributions in Hlgh-Z Nuclei. 

Mass-Distribution 

Asymm 

Asymm 

Asymm 

Asymm 

Asjnmn 

Broadly symm 

Sharply symm 

Nucleus 

252 
" Cf 

254-, Fm 

2"p^ 

256F, 

"^Rn 

"^Fm 

259p^ 

Reaction 

sf 

sf 

(nf) 

(sf) 

(sf) 

(n,f) 

(sf) 

Peak/Valley ^ 

'\' 600 

'^ 60 

-^ 2.5 

'^ 12 

'̂' 1.5 

-

^ 

Reference 

31 

31 

29,31 

31 

30 

29,30 

32 

CT< 
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5/4 4/3 3/2 5/3 2/l 

/V=6 

/\/=4 

/\/=2 

Fig. 1. Single particle states of an axlally symmetric harmonic oscillator 
potential as a function of deformation 3. The positions of some 
of the shells are indicated by circles (from Ref. 20). A weak 
spin-orbit potential is included. 
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Fig. 11. Comparison between experimental fission probabilities and theo­
retical results obtained from shell model calculations (from 
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THE IMPORTANCE OF FAST FISSION CROSS SECTIONS IN 
FAST REACTORS 

E. M. Bohn and R. D. McKnight 

Argonne National Laboratory 
Argonne, Illinois 60439, U.S.A. 

ABSTRACT 

In most cases requirements on the accuracy of the Important 
fast fission cross sections for fast reactors have not yet been 
attained. The adequacy of fast fission cross section evaluations 
are most conveniently tested by computing integral measurements 
in benchmark fast critical assemblies. Results of sensitivity 
analyses of the U and Pu fission cross sections for two large 
benchmark fast critical assemblies (ZPR6-A and ZPR6-7) are pre­
sented herein. These sensitivity coefficients emphasize the im­
portance of fast fission cross sections in fast reactor design and, 
along with the benchmark tests, point out the continued need for im­
provement in the evaluation of fast fission data. 
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I. Nuclear Data Important for Fast Reactors 

Commercial breeder reactor designs Include the LMFBR and GCFR concepts. 
Both reactor types employ a mixed plutonlum-uranlum oxide fuel with a 
fertlle-to-fisslle ratio around 5:1. The core composition is comprised of 
'v35 v/o fuel, '\'40 v/o coolant (sodium in the LMFBR, He gas in the GCFR), and 
'̂ 25 v/o fuel, structural steel. The core composition determines the neutron 
spectrum characteristic of fast reactors and defines the energy range of im­
portance for fast reactor cross sections. A typical fast reactor spectrum 
is displayed in Fig. 1; this figure shows both the measured and calculated 
neutron spectrum at the center of the FTR (Fast Test Reactor) mockup on 
ZPR-9.^ The spectrum peaks broadly in the range 60 keV to 800 keV and 
clearly shows the oxygen resonances at 400 keV and 1 MeV, the iron resonance 
at 30 keV and the sodium resonance at 3 keV. The spectrum spans four decades 
on the energy axis,and it includes fission from the resonance region for 
239pu and from the threshold fissioning isotopes, 238u and ^'^^Fu. Thus, 
in the case of fast reactors, a comprehensive knowledge of fast fission 
cross sections is required. 

The current state of nuclear data important for fast reactors is sum­
marized in Table I.^ The uncertainties listed are nominal uncertainties 
over the fast reactor spectrum. The desired accuracies listed for each cross 
section are based on studies^ of the impact of uncertainties in nuclear 
data on Important fast reactor design parameters. For example, an accuracy 
of about 1% is required for the ^^^Fu (n,f) cross section so that fuel en­
richments may be predicted well. As indicated in Table I, the most important 
cross sections in fast reactors are the heavy metal fission and capture cross 
sections. The remainder of this paper is devoted to a discussion of the 
fission cross sections. 

II. Status of Fast Reactor Fission Cross Sections 

The fission cross sections that must be known for fast reactors are 
239pu, ^^°?u, ^'tlpu, 235u, and 238u. xhe status of these cross sections is 
summarized in Table II where nominal uncertainties^ in each cross section are 
shown as a function of energy along with the percentage change between ENDF/B 
Versions III and IV for each cross section. Two features are immediately 
evident: the uncertainties in the cross sections over the entire energy range 
are large relative to desired accuracies, and, the changes made in these cross 
sections going from ENDF/B Version III to Version IV are generally of the same 
magnitude as the uncertainties. It may be concluded, then, that the measure­
ment and evaluation of fast fission cross sections is very much a dynamic ac­
tivity. 

The relative importance of these fission cross sections in a particular 
fast reactor design depends upon the contribution of each fissioning Isotope 
to the total fission source in the reactor. For example, in the ZPR6-7 
assembly,** a benchmark critical assembly typical of (Pu-U)02 fueled, sodium 
cooled fast reactors, the contributions to the fission source in the core are 
as follows: 



ENERGY, eV 
Fig. 1. Neutron Spectrum at the Center of FTR Mockup on ZPR-9. (From Ref. 1), 
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TABLE I. Nuclear Data Important for Fast Reactors 

Nuclear Data 

Approximate 
Uncertainty 
in Data 

-^-5-10% 

'^'10-15% 

-^10% 

'^'10-15% 

'\-10-15% 

Desired 
Accuracy 

'\'1% 

<7% 

<5% 

<2% 

<8% 
INEL 

EL 

239pu(n,f) 

239pu(n,Y) 

238u(n,f) 

238u(n,Y) 

238u(n,n') 

160(n,n') 

23Na(n,n') 

2%a(n,Y) 

Stainless Steel (n,Y) 

Stainless Steel (n,n') 

^TOT' '"'" 

^DELAYED' ̂ "'^ 

x(E); Pu,u 

EL 

^5% 

'v<5-15% 

'\'5% in E 

<10% 

^,5% 

-̂ -20% 

'\'30% 

'v.10-20% 

'v.2-3% 

<25% 

<40% 

<20% 

<20% 

^1% 

<3% 

From Ref. 2. 



TABLE I I . Summary o f C h a n g e s i n ENDF/B N u c l e a r D a t a - V e r s i o n 4 V s . V e r s i o n 3 ' 

Energy 

235, •U C. 

239 Pu a. 

1 
keV 

5-15% 
lower 

1< \ j 

u . - • 
1 

5-8% 
. lower 

H 
H 

-H-
+57. 
-97. 

1 

75 

4-10% 
lower 

Z-57. 
lower 

< * 

10* eV 
1 

keV 

1-3% 
lower 

' 1 

±1% 
changes 

>H " 
-H-c 

1 

200 keV 

^ 1 iC ^ 1 IC 

• H — 

<o.u 
changes 

10^ eV 
1 

1 1 — : 
800 keV 2 MeV 

±1% 1-3% 
changes lower 

±4% over e n t i r e energy range 

<0.5Z 
changes 

+4% 
-7% 

2-6% 
lower >+< — -;>!<-

5-K 

1 
6 MeV 

2-6% 
higher 

1-4% 
higher 

->4^ 
±4% 

1 0 ' MeV 
1 

—^ r 
15 .MeV 

_ 1 

H 

2-7% 
higher 

1 

1 
20 MeV 

-H 

-H 
- ^ 

23B| U a^ 

H-

Average 1.5% higher 

±5 to 10% over ent ire energy range 

2itO Pu a. 

2Ulpu 

h-

10-30% 
lower 

5-10% 
lower 

-sH-e- -a - f * 

0-20% ±2% 10-20% 
higher changes higher 

—H—t*-̂  •5-4-e-

±5-10% 
changes 

10-30% 
higher 

->+<-
±10-20% 

4% 
lower 

1-3% 
lower 

> • • < -?»+<-

±2% 
changes 

->+<-

±10-15% 

2-5% 
higher 

-5-H=-

5-10% 
higher 

->+<-
±10-20% ±10% 

-H 

MotO! The upper sca l e indicates the cross sec t ion modifications incorporated in Version 4 (given as per cent 
change r e l a t i v e to Version 3 ) . The lower sca le Indicates the estimated cross sec t ion u n c e r t a i n t i e s . 

From R. D. McKnight, ZPR-TM-191, January 1975. 
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Relative Fission 

ISOTOPE Fuel Atom % Source, fvE^* 

2 35pu 13% 85% 

'̂•Opu 1.7% 2% 

2'*lpu 0.2% 2% 

235u 0.1% 1% 

238u 85% 10% 

100% 100% 

The fission source in the blanket of a fast reactor makes up about 10% of the 
total reactor source and comes predominately from 23By, Thus, if the total 
fission source must be known within a precision of 1% (e.g., to predict fuel 
enrichment), the fission cross sections of 239p^ and 238^ must be known with 
an Imprecision of 1% and 5%, respectively. 

In the case of a GCFR with its relatively harder spectrum, the fission 
source in the core contributed by the threshold fissioning isotopes increases 
to 11% for 2 3 % and 3% for ^^^Fn 

III. Fast Reactor Benchmark Data Tests 

The adequacy of fast fission cross section evaluations for fast reactor 
design is most conveniently tested by computing integral measurements in 
benchmark fast reactor critical assemblies. The Integral parameters most 
often computed include criticality or k , reaction rate ratios and material 
reactivity worths. The imprecisions In^tnese measurements are 0.5% for 
k , '^2% for relative reaction rates and 2-5% for reactivities. A complete 
set of fast reactor data tests of ENDF/B-IV is given in Ref. 5 and a sampling 
of some of the important results is given in Table III. 

In Table III, ratios of the calculated-to-measured integral parameters 
are listed for two benchmarks; ZPR6-6A, a U-fueled fast assembly, and ZPR6-7, 
a plutonlum-fueled assembly. These two assemblies are identical in com­
position with the exception of Pu fuel in ZPR6-7 rather than the 2 35u fuel in 
ZPR6-6A. Thus, comparing results in these two benchmark assemblies offers an 
opportunity to assess Pu fission cross sections relative to 235u cross sect­
ions. But the relative evaluation of cross sections with integral measure­
ments is not an obvious and straight-forward process. For example, the re­
action rate tests in Table III are all consistent with a conclusion that the 
calculated 239py fission rate is too low relative to 235u fission or that the 
235u fission rate is too high relative to 239pu fission. This observation is 
also consistent with the relative discrepancies in the material reactivity 
worths considering that part of the discrepancy could be attributed to a 
calculation of the total fission rate in the assembly (perturbation denom­
inator) . But if 235u (n,f) were indeed computed high relative to 239p^j (n,f), 
the k of ZPR6-6A would be expected to be higher than k of ZPR6-7. This 
is not the case for this set of calculations; k in born assemblies is 
computed about 1.5% too low. On the other hand,®R. ̂ ^ is directly sensitive 
to an evaluation of v, the number of neutrons releised per fission, while 
the reaction rate ratios are not. Thus, integral tests must be used with 
care when evaluating cross sections. 
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TABLE III. Current State of Benchmark Data Testing In Fast 
Reactors; Ratio of Calculated-to-Measured Integral Parameters* 

Critical Assembly 
ZPR6-6A 
(U Fueled) 

Critical Assembly 
ZPR6-7 

(Pu Fueled) 

k 

2 38u(n,Y)/"9pu(n,f) 

238u(n,Y)/235u(n,f) 

235u(n,f)/239pu(n,f) 

238u(n,f)/239pu(n,f) 

238u(n,f)/235u(n,f) 

239pu - p(Ih/kg)^ 

Na - P(Ih/kg) 

10B - p(Ih/kg) 

b,c 

0.9850 

1.03 

0.92 

1.08 

-5.7 

0.93 

0.9844 

1.09 

1.03 

0.97 

1.19 

1.43 

1.12 

References 5, 6; ENDF/B-IV. 

Small Sample central Reactivity worths. 

"The sodium worth in ZPR6-6A is near zero, and hence the large error 
is not meaningful. 
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IV. Sensitivity of Data Testing Results to Fission Cross Sections 

The most convenient way to demonstrate the Importance or Impact of cross 
sections in fast reactors is through the application of sensitivity analysis. 
Sensitivity coefficients are of the form: 

d P 
P h 

i.e., the coefficients represent the percent change in an Integral parameter 
per percent change in a cross section. A great deal of work has been done 
in the area of sensitivity analysis recently and a few representative results 
are given in Table IV and Figs. 2-5. These results were generated with the 
VARI-ID code developed at Argonne.' 

Total integrated sensitivity coefficients for fission cross sections in 
ZPR6-6A and ZPR6-7 are given in Table IV. These coefficients are energy in­
tegrated coefficients, i.e., they represent the percent change in an integral 
parameter per percent change over the entire energy range in a fission cross 
section. This type of change may not be realistic from a cross section evalu-
ators point of view except in the case of a re-normalization type change. 
But these coefficients do present some feel for the relative importance of 
the fission cross sections in these assemblies. For example, a percent in­
crease in the 239p^ (n,f) cross section would increase k in ZPR6-7 by 
about 0.6% and decrease ^^^V (n,Y)/^^^Pu (n,f) by 1.06%.^ Both changes would 
imnjrove agreement between measurement and calculation. On the other hand, 
238u (n,f)/239pu (n,f) and material reactivities are not Improved by an in­
crease in 239py (n,f) alone. Thus, if some of the major discrepancies in 
fast reactor physics are to be attributed to cross sections, all the nuclear 
data must be considered, and not just fission cross sections alone. 

Another feature of note in Table IV is that the 2'tOpu (n,f) and 2'+lpu 
(n,f) cross sections have about the same Impact on the Important integral 
parameters in ZPR6-7. Thus, a fast reactor designer would like to know both 
these cross sections with the same degree of certainty; i.e., an equal effort 
should be spent in the evaluation of each of these cross sections. 

The more interesting set of sensitivity coefficients are displayed in 
Figs. 2-5. These are energy dependent coefficients computed for 11 broad 
groups covering the fast reactor spectrun (i.e., the total energy integrated 
coefficient given in Table IV is the sum of these broad group coefficients). 
Cross section evaluations often result in a change in the cross section over 
just a portion of the energy range. For these types of changes interpolation 
on plots of energy dependent coefficients will yield a quick and sufficiently 
accurate estimate of the impact of the cross section change. For example, a 
percent Increase in the 239p̂ j (n,f) cross section in the range 10 keV to 
70 keV would yield 'V/0.15% increase in k in ZPR6-7. Figures 2 and 3 demon­
strate that sensitivity of reaction rates and ratios (e.g., k ) can be ex­
pected to follow the relative shape of the spectrum weighted reaction rate of 
the modified cross section (^^^a iE)(^(,E) in Figs. 2 and 3). But this is not 
the case for reactivities, as is demonstrated in Figs. 4 and 5. Material re­
activities are directly related to the shape of the adjoint spectrum and this 
spectrum, in turn, is proportional to the fission rate. Thus, sensitivity 
profiles for scattering materials, e.g., sodium, will display a more complex 
behavior. 
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TABLE IV. Sensitivity of Fast Reactor Integral Parameters to 
Fission Cross Sections 

Integral Parameters 235u(n,f) 

ZPR6-6A: 

k 0.57 

238u(n,f)/235u(n,f) -0.66 

238u(n,Y)/23%(n,f) -1.04 

239pu - p -0.82 

Na - p -0.28 

10B - p ' -1.09 

ZPR6-7: 

k 0.01 

238u(n,f)/239pu(n,f) 

238u(n,Y)/239pu(n,f) 

Breeding Ratio -0.012 

239pu _ p -0.025 

Na - p 0.08 

10B - p 

238u(n,f) 

0.08 

0.97 

-

-0.11 

1.51 

-0.22 

0.08 

0.97 

0.005 

0.003 

-0.13 

-0.71 

-0,23 

239pu(n,f) 

0.59 

-0.77 

-1.06 

-0.078 

0.32 

0.04 

-0.95 

2'*0pu(n,f) 

0.017 

-0.016 

0.04 

-0.036 

2'+lPu(n,f) 

0.013 

0.005 

-0.017 

-0.020 

-0.04 

-0.017 

^Total energy integrated coefficients; e.g., a one percent Increase in 
235u(n,f) in ZPR6-6A increases k by 0.57% and decreases 2 38u(n^Y)/235u(n,f) 
by 0.66%. 
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Sensitivity coefficients such as these can be used to obtain an estimate 
of the effects that changes in a fission cross section evaluation have upon 
calculated Integral parameters. Thus, these coefficients conveniently demon­
strate the importance of fast fission cross sections in fast reactor design 
and can serve as a valuable tool in the continued Improvement in the evalu­
ation of fast fission data. 
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MEASUREMENTS OF NEUTRON-INDUCED FISSION CROSS-SECTION RATIOS 
INVOLVING ISOTOPES OF URANIUM AND PLUTONIUM 

J. W. Behrens and G. W, Carlson 

Lawrence Livermore Laboratory, University of California 
Livermore, California 94550 USA 

ABSTRACT 

A procedure, called the threshold cross-section method, was 
applied to our experimental data Involving four uranium (̂ "̂̂U, 
^^I'V, "'U,^and "«U) and five plutonium ("^Pu, ̂ '̂ ''Pu, ̂ '̂ P̂u, 

Pu, and Pu) isotopes to determine ratios of fission cross 
sections relative to ̂ ^^U. The data were gathered using ioniza--
tion fission chambers and the time-of-flight technique at the LLL 
lOO-MeV electron linear accelerator: measurements span the neutron 
energy range of 0.001 to 30 MeV. Experimental uncertainties common 
to past measurements were either eliminated or significantly 
reduced in this study by use of the threshold method, thereby 
making higher accuracies possible. Our cross-section ratios are 
absolute in the sense that chey do not depend on the work of others. 
Results from our ratios involving ^^^U, ̂ ^^U, ̂ ^^U, and ̂ ^^Pu are 
used to illustrate this method. 

INTRODUCTION 

Over the past two decades, many measurements of the neutron-induced 
fission cross-section ratios involving isotopes of uranium and plutonium have 
been published. In most cases, these ratios are made with respect to the 
fission cross section of ̂ ^^U, and fall into two categories: ratios in which 
the measurement includes an experimental means for determining the normaliza­
tion, and ratios that are arbitrarily normalized to a value taken from either 
another experiment or from an evaluation. Ratios belonging to the first 
category not only give definition to the relative energy dependence of the 
cross sections but also provide an independent means for obtaining absolute 
fission cross sections once the cross section of the reference nuclide is 
known. Fission crossT̂ section ratio measurements involving the relatively 
long-lived isotopes of uranium (̂ ^̂ U, ̂ "̂̂ U, ̂ ^^U, ̂ ^^U, and ̂ ^^U) and pluto­
nium (̂ ^̂ Pu, ̂ '̂ ''Pu, ̂ "̂ P̂u, '̂'̂ Pu, and ̂'*'*Pu) were recently completed at LLL 
using our threshold cross-section method. 

Our measurements were conducted using ionization fission chambers and 
the time-of-flight technique at the LLL lOO-MeV electron linear accelerator 
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(llnac). The measurements span the neutron energy range of 0.001 to 30 MeV, 
except where limited by low cross sections in the threshold isotopes. The 
continuous energy spectrum of the neutron source allowed us to cover the 
entire energy range of each ratio in one measurement. In this paper our ex­
perimental setup and techniques are summarized and references containing more 
detailed information about our experiment as well as listings of some of our 
data are given. This work emphasizes the threshold cross-section method as 
outlined earlier by Behrens [1], and a comparison with the commonly used 
method illustrates the elimination or significant reduction of experimental 
uncertainties that is possible with our procedure. 

EXPERIMENTAL PROCEDURE 

Neutron Source and Detectors 

Most of the measurements were conducted with fission chambers located at 
the 34.3-m station of the 250-m time-of-flight tube at the LLL llnac. The 
ratios involving '̂*''Pu, ̂ '*^Pu, and '̂*'*Pu were measured at 15.8 m to reduce 
the effect of spontaneous fission backgrounds. The llnac was operated at 
1440 Hz with an electron pulse width of 10 ns to produce neutrons in a water-
cooled tantalum target. 

The fission detectors were parallel-plate ionization chambers of modular 
design, placed back-to-back in a pressure vessel with the foils oriented per­
pendicular to the incident neutron beam. Both time-of-flight and pulse-height 
information were processed for each event in our data acquisition system. 
Table I lists the isotopic compositions and areal densities of our high-purity 
fissionable materials. 

Timing, Resolution, and Backgrounds 

The gamma flash from the tantalum target was used as our main timing 
reference for most of our measurements. We verified this timing by measuring 
the positions of the MeV resonances of carbon and our time-to-energy con­
version includes the relativlstic correction. 

The resolution of our experiment was determined by the resolution of the 
fission detector (<9 ns) and the pulse width of the electron pulses striking 
the tantalum target ('\/10 ns) . Uncertainty in flight path as well as in finite 
target and detector thickness resulted in a loss of resolution that was small 
compared to the magnitude of these two components. Our data have typical 
energy resolutions of 6% at 20 MeV and 1.5 to 3.0% at 1 MeV. 

Out-of-time neutron backgrounds were measured at both time-of-flight 
stations using the black-resonance absorber technique and were found to con­
tribute negligible error (<0.1%). Time-independent backgrounds resulting 
from amplifier noise, alpha pileup pulses, and spontaneous fission were sub­
tracted and, in most cases, these corrections also contributed negligible 
error. A variety of reports further describing our experiment and experi­
mental errors are available [2-7]; several contain listings of our 
data [4,6,7]. 
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Comparison of Procedures for Determination of Cross-Section Ratios 

A common procedure for fission cross-section ratio determination re­
quires the placement of fission detectors, each containing a high-purity 
fissionable isotope, such that they are run simultaneously in the same 
neutron flux. The expected counting rates in these detectors are then 

r^(E) = (J)(E)N̂ â (E) and r^iE) = (j)(E)Ngag(E), 

where (f)(E) is the neutron flux and N^ and NB are the numbers of atoms of 
isotopes A and B. The ratio of these rates gives 

r^a) - Ngag(E) °^ O^iE) - N^ rg(E) ' 

The atom ratio, Ng/N^, must be known to determine the fission cross-
section ratio, a^(E)/ag(E). In practice, the fission detectors usually have 
different fission fragment detection efficiencies that are less than 100% 
because of fragment losses in the fission foils and other effects. Thus, to 
account for detector efficiencies, the expression becomes 

^A(^) V B B̂(̂ > 

where 3A and BB ̂ ^^ the explicit detector efficiencies, and the ratio 
PB%/3ANA is the "effective" atom ratio. The measurement must now Include 
either the determination of 3^ and 3B Ô ^ the determination of the effective 
atom ratio, itself. Efficiencies are usually determined by studying the 
pulse-height distributions and estimating the fragment losses. The effective 
atom ratio is usually measured at a neutron energy where the cross-section 
ratio is assumed to be well-known, e.g., at thermal neutron energy. Experi­
mental uncertainties arising from these added steps can dominate the list of 
errors and limit the accuracy of the final cross-section ratio. Some investi­
gators indicate that the determination of the effective atom ratio is the 
critical problem that limits the accuracy of the entire measurement [8,9], 
The numbers of atoms, N^ and Ng. can be determined by assaying techniques such 
as alpha counting, isotope-dilution mass spectrometry, and controlled-
potential coulometry. The errors associated with these techniques further 
limit the accuracy of the final result. In recent years this commonly-used 
procedure has been used in a variety of published fission cross-section ratio 
measurements with considerable emphasis placed on the discussion of detector 
efficiencies, fragment losses, and assaying techniques [8-16]. 

Our data were reduced using a procedure we call the threshold cross-
section method. With this method it is possible to obtain results with total 
uncertainties of less than 1% for each threshold-isotope ratio. Determina­
tion of ratios involving two nonthreshold isotopes can be accomplished by 
using this method more than once, as illustrated in the next section. 

The threshold method uses two fission chambers. The first contains a 
mixture of the two isotopes of interest with an atom ratio, r), of the isotope 
B to the threshold isotope A. For some range of energies below the threshold 
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of isotope A, the ratio of fission cross sections, aA(E)/aB(E), must be neg­
ligible when compared with the same ratio above the threshold. The expected 
counting rate in the mixed chamber is 

r^(E) = (t)(E)3ĵ N̂ [â (E) + T]a^(E)] , 

where (|)(E) is the neutron flux, N^ is the number of atoms of isotope A, and 
3ni is the efficiency for detecting fission fragments in the mixed chamber. 
The second fission chamber contains Ng atoms of pure isotope B and has an 
efficiency of 3p. The counting rate for this pure chamber is 

rp(E) = 4'(E)3pNg ag(E) . 

To measure r^{.E) and rp(E), the two chambers are exposed simultaneously 
to the same neutron beam. The ratio of their rates gives 

r (E) 3 N. /a.(E) \ „,„. m "̂m A / A J \ 

Below the threshold of Isotope A, R(E) is a constant, Q, and the experimental 
results yield the ratio of the effective numbers of atoms since 

^ Q 

Substituting Q/n into the above equation and solving for a^(E)/ag(E), we 
obtain the cross-section ratio. 

'^-<-^-^)-

Only t h e atom r a t i o i n t h e mixed chamber , Tl» i s a n e c e s s a r y p r e r e q u i s i t e i n 
t h e d e t e r m i n a t i o n of t h e c r o s s - s e c t i o n r a t i o . 

RESULTS OBTAINED USING THE THRESHOLD METHOD 

A p p l i c a t i o n of t h e t h r e s h o l d method t o t h e d e t e r m i n a t i o n of t h e ^^®U/ 
p o c 

U fission cross-section ratio will further illustrate this procedure. In 
this measurement the mixed chamber, containing a homogeneous mixture of ^ U 

2 3 8 

and U, was prepared from materials of high isotopic purity. The atom 
ratio, n, of the ^̂ U isotope to the threshold isotope, ̂ ^®U, was determined 
using mass spectrometry. The pure chamber contained high-purity ^^^U and 
both chambers were exposed simultaneously to the same neutron beam. The 
ratio, R(E), of the counting rates ri„(E) and rp(E), taken from one of, our 
experimental runs, is shown in Figure la. Below the threshold of the ̂ ^®U, 
R(E) is a constant, Q, and is equal to the ratio of effective numbers of 
atoms multiplied by n. Above the threshold, R(E) is equal to (Q/n x Gze/ozs) 
+ Q. Once Q is subtracted from R(E) and these results are multiplied by r)/Q, 
we obtain the ratio of the ^^^U/^^^U fission cross sections, (Figure lb). In 
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the interval from 1.75 to 4.00 MeV an average cross-section ratio of 0.4422 
± 0.0039 was found. 

The relative counting uncertainties become large when the fission cross-
section ratio becomes small compared to the mixed chamber atom ratio, n. 
Therefore, the U/ U ratio was also determined in the same experiment by 
including separate fission chambers containing high-purity ^^®U and high-
purity U. These results were normalized to the average value of the 
threshold method data, 0.4422 ± 0.0039 in the interval of 1.75 to 4.00 MeV 
(see Figures lb and Ic). Two separate ^^^U fission chambers were used to 
avoid correlated errors between the two sets of measurements and to provide 
an experimental determination of the magnitude of the neutron flux change 
across the four back-to-back fission chambers. Figure Id shows our ratio 
over the 0.1 to 1.5 MeV energy range. 

It is possible to use the threshold method to determine normalization 
values for ratios involving two nonthreshold isotopes as illustrated by our 
233^/235^ and ^^^Pu/^^^U cross-section ratio measurements. For the -̂ ŝ u/̂ ^̂ U 
cross-section ratio measurement, we first obtained the ^38^^233^ j-atlo 
(Figure 2a). The average of this ratio was 0.3007 ± 0.0026 in the interval 
from 1.75 to 4.00 MeV. This value, together with our value for 2 3 8̂ 2̂ 3 5^ 
cross-section ratio gave a normalization for the U/ U ratio (Figure 2b). 
For the Pu/ U cross-section ratio measurement, an auxiliary measurement 
of the ratio ^^®U/^^^Pu was made using the threshold method. This data, 
shown in Figure 3a, yielded an average value of 0.2895 ± 0.0042 in the nor­
malization interval and was used with the 2 3 8̂ 2̂ 3 5^ cross-section ratio to 
normalize our Pu/ U ratio (Figure 3b). 

23U 2 3 6 2UQ 

Fission cross-section ratio measurements involving U, U, Pu, 
"̂̂ P̂u, ̂ '*̂ Pu, and '̂*'*Pu were also conducted at the llnac. All of our normal­
ization values were determined from the threshold-method cross-section ratios 
and are given in Table II, along with the values of ri as determined by groups 
at LLL and the Los Alamos Scientific Laboratory, Figures 4 through 6 show 
our fission cross-section ratios for ^̂ '*U, ̂ ^^U, ̂ '*°Pu, ̂ "̂ P̂u, ̂ ""̂ Pu, and 
'̂*'*Pu relative to ̂ ^^U. 

UNCERTAINTIES ASSOCIATED WITH THE THRESHOLD METHOD 

The average cross-secti£n ratio. A, in an energy interval is related to 
measured quantities by A =2(R/Q - 1), where R is the average of R(E) in the 
Interval (refer to equation 1). The uncertainty in A can be conveniently 
written in terms of fractional errors: 

f - [m' ̂  M (m ̂  (rf)] 
1/2 

Thi£ error formula shows how the errors from the three measured quantities, 
r\, R, and Q, combine to give the total error in the average normalized ratio, 
A. The fractional errors from R and Q are each multiplied by the term 
(A + Tl)/A and this factor may be considerably larger than 1 if n is greater 
than A. 
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For our measurements, the energy Interval from 1.75 to 4.00 MeV was 
chosen to compute average threshold method cross-section ratios because, in 
this energy range, the fission ratios were generally smooth and flat. For 
each ratio, the energy range chosen for Q varied because the high-energy end 
of the Interval was limited by the onset of a significant fission cross 
section from the threshold isotope in the mixed chamber. The low-energy end 
of the Q interval was generally limited by the presence of significant no-
beam backgrounds. 

Application of the threshold method to our data required that certain 
corrections be made. In the Q interval, we accounted for the subthreshold 
fission cross sections of the threshold isotopes. This was accomplished 
within the measurements by using those ratios involving the high purity fis­
sion chambers. For these measurements, the uncertainty in Q from corrections 
resulting from alpha-particle pileup and spontaneous fission backgrounds was 
negligible for all the threshold ratios, except for the '̂*'*Pu/̂ ^̂ Pu ratio 
where the error is estimated to be 0.5%. In all our ratios, the backgrounds 
were small fract^ions of the neutron-induced counts in the 1.75 t£ 4.00 MeV 
interval where R was computed and the background uncertainty in R was neg­
ligible. Out-of-time neutron backgrounds were measured using the black-
resonance absorber technique and were found to contribute negligible error 
within the Q intervals. No correction was made for these backgrounds and it 
was assumed that these errors were also negligible at higher neutron energies. 
The neutron beam from the llnac was collimated to avoid all but the thin 
parts of the fission chamber. We corrected the relative count rates of the 
mixed and pure fission chambers for neutron scattering in the aluminum foils 
and other chamber parts. The scattering correction was less than 0.5% in mag­
nitude, except at the large aluminum resonances, and the uncertainty from 
scattering in the corrected ratio R(E)/Q was negligible. 

Our measurements contain the assumption that the efficiencies for 
detecting fission fragments in the fission chambers are Independent of neu­
tron energy. The degree to which this assumption is realized is an especially 
important question in the mixed chambers. In our mixed chambers, the fissions 
determining Q were from the nonthreshold isotope, while the majority of the 
fissions determining R(E) came from the threshold isotope. We measured the 
energy dependence of all of our fission chamber efficiencies and our results 
for the uranium isotopes are available [3]. Fission-chamber pulse-height 
distributions were obtained simultaneously for a number of wide neutron energy 
bands by processing both time-of-flight and pulse-height information for each 
event. Comparison of these distributions at different neutron energies showed 
that there were energy-dependent effects that increase as the efficiency for 
detecting fission fragments decreases. Since our fission chambers were de­
signed to permit good separation of fission and alpha-plleup pulses, we were 
able to choose the bias levels for our data so that the energy variations of 
the efficiencies were acceptably small (<0.5%). 

An accurate determination of n, the atom ratio of the nonthreshold to 
threshold nuclide in the mixed chamber, was essential for the successful 
application of the threshold cross-section method. For mixtures involving two 
isotopes of the same element, mass spectrometry was used to determine the atom 
ratio. Determining the ratios involving two isotopes of different elements 
was more difficult, and therefore we used isotope-dilution mass spectrometry 
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and controlled-potential coulometry. Measurements of n? as determined by 
groups at LLL and the Los Alamos Scientific Laboratory are reported in 
Table II, along with their total uncertainties, expressed as standard 
deviations. 

When preparing mixtures of different elements for the foils for the mixed 
chambers, special care must be taken to ensure that the mixture remains homo­
geneous. In some instances, the chemistry of plutonium is quite different 
from that of uranium, e.g., polymerization. Steps should also be taken to 
insure an accurate determination of r|. In our experiment, samples were sent 
to various laboratories and only two of these labs were able to give atom-
ratio determinations that were consistent with the quoted errors. 

COMPARISON WITH FISSION RATIOS AT THERMAL NEUTRON ENERGY 

We made a comparison for the ratios of the fissile isotopes ^^^U, ̂ ^^Pu, 
and Pu to U between our threshold method results and evaluations of 
thermal energy fission cross-section ratios. This was accomplished by con­
ducting additional fission-ratios measurements at the LLL llnac ih the energy 
range from 0.01 eV to 30 keV. The low-energy results were tied to our high-
energy ratios in the energy range 0.65 to 30 keV, These thermal measurements 
provide a cross-check on our high-energy normalization and are not an attempt 
to improve the thermal values. In Table III, we compare our preliminary 
results for fission cross-section ratios at thermal neutron energy to recent 
evaluations of these ratios [17,18] and our uncertainties include estimates 
of all identified experimental errors. The 2 3 3^^235^ ratio has a discrepancy 
with the evaluations which we are unable to explain at this time. 

FURTHER COMPARISONS 

Several of our fission cross-section ratios are compared over the neutron 
energy range Including the 1.75 to 4.00 MeV normalization interval in Figure 7. 
The ^^V^^^U, ^^^U/^^^U, and ^^^Pu/^^^U ratios are discussed below. 

The 2 3 8^^235^ Fission Cross-Section Ratio 

In Figure 7a, our data for the 2 3 8^^235^ fission cross-section ratio are 
compared to others over the neutron energy range of 1.75 to 5.5 MeV. Good 
agreement is found between our data and that of Jarvis [19], White and 
Warner [16], Meadows [11], and Poenitz [9], The data of Stein, Smith, and 
Smith [15] have the same general shape as our results but their data are 
approximately 3.5% lower than ours. 

The 233^^23 5^ Fission Cross-Section Ratio 

Figure 7b presents our data for the ^^^U/^^^U fission cross-section ratio 
as compared to others over the energy range of 0.8 to 4.0 MeV. Our results 
are in good agreement with data of White and Warner [16] and of Pfletschinger 
and Kaeppeler [14]. The data of Meadows [8] agree in shape with our results 
but are about 5% higher in value. 
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The ^^^Pu/^^^U Fission Cross-Section Ratio 

Our ^^^Pu/^^^U fission cross-section ratio is compared in Figure 7c with 
the results of White and Warner [16] and of Poenitz [12]. Good agreement is 
found over the energy range of 0,8 to 5.5 MeV. 

Table IV contains a detailed comparison of our results with the data of 
White and Warner [16] at their four neutron energies; 1.0, 2.25, 5.4, and 
14.1 MeV. Good agreement is found for the ^^^U/^^^U, ̂ ^^U/^^^U, and ^^'Pu/ 
^^^U ratios. Several of the remaining ratios do not agree well; however, it 
should be mentioned that the White and Warner results depend on alpha-decay 
half-lives because alpha-counting was their main assaying technique. Substi­
tuting currently accepted half-life values for those used by White and Warner 
brings their results into closer agreement with our data. 

CONCLUSIONS 

The threshold cross-section method was successfully used to determine 
fission cross-section ratios of four uranium and five plutonium isotopes rela­
tive to ^^^U. We found that certain experimental errors common to past nor­
malization methods can be eliminated or significantly reduced by use of this 
method. However, high-efficiency fission detectors are needed to prevent a 
significant energy dependence in the efficiency. This is especially true for 
the detector containing the isotope mixture required for the threshold method. 
Although the data reduction is slightly more complicated in the threshold 
method, one gains the advantage that the ratio of effective nimibers of atoms 
may be determined simply and accurately. 

We consider the threshold method to be a logical extension of the exist­
ing techniques and procedures, and advances in the design of neutron-producing 
facilities permit these methods to be more fully utilized. The threshold 
method is not limited to facilities producing white-neutron spectra but the 
simultaneous sampling of all neutron energies eliminates the effects of any 
slow variation in detector efficiency over the time period of the measurement. 

Work on measuring fission cross-section ratios continues at LLL. Meas­
urements of ^^^Np and '̂*̂ Am relative to ^^^U are presently being made and in 
the near future, ̂ ^"Th, ^^^Th, and '̂*̂ Am will also be studied. All ratios 
will be determined using the threshold method. 

ACKNOWLEDGMENTS 

We thank R. W. Bauer, J. D. Anderson, R. L. Wagner, and F. S. Eby for 
their support and encouragement expressed throughout the course of this in­
vestigation. We express special thanks to R. S. Newbury and J. W. Magana for 
their invaluable contributions. We also thank our electronic and mechanical 
engineering groups for their efforts in the design and construction of our 
experimental apparatus as well as the llnac operators and staff for their 
cooperation. 

This work was performed under the auspices of the U.S. Energy Research & 
Development Administration, under contract No. W-7405-Eng-48. 



55 

REFERENCES 

1, J. W. Behrens, "Determination of Absolute Fission Cross Section Ratios 
Using the Method of Threshold Cross Sections," Rept. UCRL-51478, 
Lawrence Livermore Laboratory (1973). 

2, J. W. Behrens and G. W. Carlson, "High-Energy Measurements of the 
Neutron-Induced Fission Cross Section Ratios Involving ^^^U, ̂ ^^U, ̂ ^^U, 
and ^^^Pu Using the Method of Threshold Cross Sections," Rept. UCID-16548, 
Lawrence Livermore Laboratory (1974). 

3, G. W. Carlson, M. 0. Larson, and J. W. Behrens, "Measurements of the 
Energy Dependence of the Efficiency of Fission Chambers," Rept. 
UCBlL-51727, Lawrence Livermore Laboratory (1974). 

4, J. W. Behrens and G, W. Carlson, "Measurement of the Neutron-Induced 
Fission Cross Section of "̂̂ P̂u Relative to ̂ ^^U from 0.001 to 30 MeV," 
Rept. UCRL-51925, Lawrence Livermore Laboratory (1975). 

5, J. W. Behrens, G. W. Carlson, and R. W. Bauer, "Neutron-Induced Fission 
Cross Sections of ^^^U, ̂ '̂*U, ^^^U, and ^^^U With Respect to ^^^U,"in 
Proc, Conf, Nuclear Cross Sections and Technology, Washington, D.C, 
(1975), p. 591, 

6, G, W, Carlson and J. W. Behrens, "Fission Cross Section Ratio of ^^^Pu 
to ^^^U from 0.1 to 30 MeV," Rept. UCID-16981, Lawrence Livermore 
Laboratory (1975). 

7, J. W. Behrens, J, C. Browne, and G, W, Carlson, "Measurements of the 
Neutron-Induced Fission Cross Sections of '̂*''Pu and '̂*̂ Pu Relative to 
^^^U," Rept. UCID'-17047, Lawrence Livermore Laboratory (1976). 

8. J. W. Meadows, "The Ratio of the Uranium-233 to Uraniimi-235 Fission Cross 
Section," Nucl. Sci. Eng. _54, 317 (1974). 

9, W. P. Poenitz and R. J. Armani, "Measurements of the Fission Cross 
Section Ratio of ^^^U to ^^^U from 2-3 MeV," J. Nucl. Energy 1^, 483 
(1972). 

10. F. Kaeppeler and E. Pfletschinger, "A Measurement of the Fission Cross 
Section of Plutonium-241 Relative to Uranium-235," Nucl. Sci. Eng. ^ , 
124 (1973). 

11. J, W. Meadows, "The Ratio of the Uranitmi-238 to Uranium-235 Fission Cross 
Sections from 1 to 5 MeV," Nucl, Sci. Eng, k^, 310 (1972). 

12. W. P. Poenitz, "Additional Measurements of the Ratio of the Fission Cross 
Sections of Plutonixmi-239 and Uranium-235," Nucl. Sci. Eng. l\T_, 228 
(1972), 

13. W. P, Poenitz, "Measurement of the Ratios of Capture and Fission Neutron 
Cross Sections of ^'^U, ̂ ^^U, and ^^^Pu at 130 to 1400 keV," Nucl. Sci. 
Eng, 40, 383 (1970). 



56 

14. E, Pfletschinger and F. Kaeppeler, "A Measurement of the Fission Cross 
Sections of ̂ ^^Pu and ̂ "u Relative to ̂ ^^U," Nucl, Sci, Eng. 4^, 375 
(1970). 

15. W. E. Stein, R. K. Smith, and H. L. Smith, "Relative Fission Cross 
Sections of ̂ ^^U, ̂ ^^U, ̂ ^^Np, and ̂ ^^U," in Proc. Conf. Neutron Cross 
Sections and Technology, Rept. CONF-680307, Washington, D.C, (1968), 
p. 627. 

16. P. H. White and G. P. Warner, "The Fission Cross Sections of ̂ ^'u, ̂ '̂'U, 
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TABLE I 

Isotopic Analyses of High-Purity Isotopes Using Mass Spectrometry. 

Isotope 

233 
U 

234 

235y 

236„ 

238„ 

239-
Pu 

240„ 
Pu 

Pu 
242_ 

Pu 
244„ 

Pu 

233 

99.99+ 

0.005 

234 

99.84 

0.03 

235 

0.10 

99.91 

0.0025 

0.0006 

Isotopic Composition (Mass Number 
(at.%) 

236 238 

0.001 

0.05 0.01 

0.02 0.04 

99.99+ 

99.99+ 

<0.0004 

0.011 

239 

99.978 

0.800 

1.372 

0.092 

0.004 

240 

0.020 

98.482 

0.234 

0.013 

0.306 

) 

241 

0.545 

98.30 

0.012 

0.074 

242 

0.173 

0.088 

99.872 

1.038 

244 

<0.0004 

98.578 

Areal 
Density 

(g/m") 

2.7 

3.0 

3.0 

1.9 

3.1 

2.0 

0.6 

1.9 

1.1 

1.1 



58 

TABLE II 

Threshold Method Normalization Values and Measurements of n for Various 
Fission Cross-Section Ratios. 

Fission Cross-
Section Ratio 

"\/235u 

236„/235„ 

238„/235„ 

238„/233„ 

238u/239p„ 

"8u/2^0p^ 

238u/241p„ 

2^2p„/239p„ 

2^Su/239p„ 

Threshold Method 
Normalization Value 

1.220 ± 0.012 

0.7216 ± 0.0099 

0.4422 ± 0.0039 

0.3007 ± 0.0026 

0.2895 ± 0.0042 

0.3233 ± 0.0065 

0.3484 ± 0.0055 

0.7342 ± 0.0095 

0.6406 ± 0.0101 

Ma ISS 
Spectrometry 

LLL^ 

0.6602 
±0.0016 

0.4378 
±0,0011 

0.3397 
±0.0008 

0,1456 
±0,0004 

0.3361 
±0.0008 

0.4293 
±0.0011 

LASL'' 

0.6621 
±0.0016 

0,4384 
±0,0011 

0,3391 
±0.0008 

0,1451 
±0,0004 

Determination of n 
Isotope--Dilution 
Mass Spectrometry 

LLL*'^ 

0.1696 
±0.0008 

0.1743 
±0,0008 

0,2882 
±0.0013 

LASL 

0,1686 
±0.0004 

0,1716 
±0,0004 

0,2904 
±0.0006 

± 6n 
Controlled-Potentlal 

Coulometry 

LLL^'^ 

0.1679 
±0.0015 

0.1719 
±0.0015 

0.2790 
±0.0024 

0,3353 
±0.0034 

0.4270 
±0,0043 

Over the normalization energy Interval 1,75-4.00 MeV, Errors indicate total uncertainties 
expressed as standard deviations, 
(, 
Analyzed by R, S, Newbury, Lawrence Livermore Laboratory, 

r. 

"As determined by J, H, Cappis, Los Alamos Scientific Laboratory, 
i 
Determined by J, E. Rein and G, R, Waterbury, Los Alamos Scientific Laboratory. 

g 
Determined by J. W, Magana and J, E, Harrar, Lawrence Livermore Laboratory. Direct weighing 
was used on the '̂*̂ Pu and '̂*'*Pu samples. 
/, Assays performed at Intermediate steps in the fission foil preparation. These assays Indicate 
that gross errors were not present in the preparation technique. 
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TABLE III 

235. Comparison to Thermal Fission Cross-Section Ratios Relative to U. 

Fission Croas-
Sectlon Ratio 

233u/"5u 

239p„/235u 

241p^/235„ 

Present 
Thermal 
Ratio 

0.879 

1.279 

1.772 

Work 
Percent 
Error 

(%) 

±1.6 

±2.4 

±2,5 

Lemmel 
Thermal Percent 
Ratio Error 

(%) 

0.908 

1.275 

1,740 

±0.3 

±0.3 

±0.7 

Difference 

(%) 

+3.2 

-0.3 

-1.8 

Stehn* 
Thermal 
Ratio 

0.911 

1.267 

1.722 

Difference 

(%) 

+3.5 

-0.9 

-2,9 

\ . D. Lemmel (1975). See Reference 17. 

J. R. Stehn (1974). See Reference 18. 

c. _ Evaluated Value-Present Work -inn'/ 
Evaluated Value 

TABLE IV 

Comparison of Present Work With White and Warner a 

Fission Cross-
Section Ratio 

Present 

Work'' 

1,0 

W/W^' 

(%) 

2,25 
Neutron Energy (MeV) 

Present 

Work° 
(%) 

Present 

Work'' 

5,4 

\ll^' 
(%) 

14,1 
Present 
Work'' W/W° .c 

(%) 

233„/235„ 

234„/235„ 

236„/235„ 

238„,235„ 

"«Pu/"5„ 

2*°Pu/"5„ 

^^^Pu/"5„ 

1.514 
±0.022 

0,910 
±0.018 

0,306 
±0,008 

0.0141 
±0.0006 

1.438 
±0.026 

1,245 
±0,028 

1.291 
±0,027 

1,504 
±0,030 

0.953 
±0,019 

0,278 
±0,006 

N,M,'̂  

1,435 
±0.029 

1.154 
±0.023 

1,356 
±0,027 

+0.7 

-4.7 

+9.2 

-1-0.2 

-1-7.3 

-5.0 

1.483 
±0.021 

1,181 
±0,021 

0,706 
±0.015 

0,426 
±0,006 

1.525 
±0.028 

1.340 
±0,032 

1,262 
±0.027 

1,454 
±0.029 

1,127 
±0,023 

0,655 
±0,013 

0,427 
±0,009 

1,520 
±0,030 

1,261 
±0,025 

1,325 
±0,026 

+2,0 

-1-4,6 

+7,2 

-0,2 

+0,3 

+5,9 

-5.0 

1,410 
±0,026 

1.213 
±0.025 

0,800 
±0.018 

0.535 
±0,008 

1.592 
±0,033 

1,409 
±0.035 

1.273 
±0,035 

1,362 
±0,027 

1.206 
±0.024 

0.765 
±0.015 

0.528 
±0.011 

1.575 
±0,032 

1.409 
±0.028 

1,290 
±0,026 

+3,4 

+0,6 

+4,4 

+1.3 

+1.1 

0,0 

-1.3 

1,076 
±0,025 

0,972 
±0,034 

0,775 
±0,025 

0.557 
±0,010 

1.149 
±0.029 

1, 
±0. 

0, 
±0, 

0. 
±0, 

0. 
±0, 

1, 
±0, 

1.093 1 
±0,033 ±0 

1.070 
±0,038 

,079 
,022 

,956 
,019 

738 
,015 

,549 
,011 

.163 

.023 

.047 

.021 

.119 

.022 

-0,3 

+1,6 

+4,8 

+1,4 

-1.2 

+4,2 

-4.6 

P, H, White and G, P, Warner (1967), See Reference 16, 

*i = (Present Work)-(Ref • 16) ̂  ĵ ^̂ ĵ ^ 
(Present Work) 

"Errors are one standard deviation total uncertainties. 

Not Measured. 
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Figure 1, Fission cross-section ratio of ^^®U to ^^^U: statistical error 
bars are shown. (a) Threshold method ratio of the mixed chamber 
to the pure chamber rate file. (b) Threshold method ratio (+) 
compared to the ratio obtained from the high-purity isotope 
chambers (continuous line). 
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Figure 1. Fission cross-section ratio of ^^®U to ^^^U: (c) Ratio ob­
tained from the high-purity chambers, normalized to 0.4422 ± 
0.0039 from 1.75 to 4.00 MeV. (d) Ratio from the high-purity 
chambers from 0.1 to 1.5 MeV. 
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Figure 2, Fission cross-section ratios: statistical error bars are shown 
for each point. (a) Threshold method ratio of ^^®U to ̂ ^^U. 
(b) Ratio of ^^^U to ^^^U, normalized to 1.471 ± 0.018 from 1.75 
to 4.00 MeV. 
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Figure 3. Fission cross-section ratios: statistical error bars are shown 
for each point. (a) Threshold method ratio of ^^^U to ^'^Pu. 
(b) Ratio of ^^^Pu to ^'^U, normalized to 1.527 ± 0.026 from 1.75 
to 4.00 MeV. 
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Figure 4. Fission cross-section ratios: statistical error bars are shown for 
each point, (a) Ratio of ''̂'*U to ^"u, normalized to 1.220 ± 0.012. 
(b) Ratio of ^^^U to ^^^U, normalized to 0.7216 ± 0.0099. 



65 

1.5 

.° 1.4 

1 1.3 
CJ 

cu 
1 1 .2 

to 
t/) 
o 

o 
(/I 
t/> 

i 1.0 

0.9 

— 

ilk ,t 
1 >WV V, ll 

1 ll 
rl 11 1,' 

1 1 
0.1 1.0 10 

Neutron energy — MeV 
100 
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Figure 6. Fission cross-section ratios: statistical error bars are shown for 
each point, (a) Ratio of '̂*°Pu to *^^U, normalized to 1.367 
± 0.030. (b) Ratio of '̂*̂ Pu to ^^hl, normalized to 1.121 ± 0.024. 
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Figure 7, Fission cross-section ratios. Present work is represented by {+) 
and letter codes indicate the work of other investigators. Error 
bars represent the total uncertainties, expressed as standard 
deviations, (a) Ratio of ^'^U to " Û from 1.8 to 4.0 MeV. 
(b) Ratio of ^ "u to ^̂ Û from 0.8 to 4,0 MeV. 
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VJSCUSSIOHS 

S. Clerjacks Have you tried to compare the threshold method with the 

usually used technique of determining the efficiencies and the sample 

masses? What is the agreement between results obtained with the two methods? 

J. Behrens We have destroyed the fission chamber to have the foils analyzed, 

but we kept everything. So far we have not gone into the complicated pro­

cedure of determining efficiencies and masses. The method we use eliminates 

many of these problems. Keep in mind, what is actually required is the 

atomic ratio in the mixed chamber. If you have a uranium isotope, you go to 

mass spectroscopy and you get a very good number, say far better than 0.5%. 

In case of a ratio between a uranivmi isotope and a plutonium Isotope you 

have the added problem of a quite different chemistry, but still you have 

the isotopic dilution technique by means of which you get the atomic ratio. 

We feel that this method is very important and have concentrated our full 

effort to,compare our data with that which other people obtain. We find 

that we have good agreement with some who quote 1 or even 0.5%. 

G. Carlson To answer Dr. Clerjacks question: we cannot do the normaliza­

tion with the conventional technique because not all material was in the 

beam. The experiment was not designed for this. We can, however, go down 

to thermal and compare the result at thermal with our high energy technique. 

We find good agreement except for U-233 where we have a 3% difference. 

W. Poenitz Recently, I read again the paper by Jarvis from LASL, which in 

my opinion was one of the first good ratio measurements. He used several 

techniques for mass assignment, one of which utilized a comparison of a 

natural uranium sample with an U-235 sample. I wonder whether this is not 

the same or very similar to the technique you used, only that thermal 

neutrons were involved. I think also J. Meadows has used this technique 

for quite some time. 

J. Behrens Well, it is very clear that what we have done here is merelv an 

extention of existing techniques. We have the opportunity to cover a very 

wide energy range, all the way up to 30 MeV. We feel that this method which 
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is not new in any sense, is a good one. 

W. Poenitz My second question concerns the Pu-239/U-235 ratio. You show 

considerable structure in this ratio. Do you have any comments on this? 

J. Behrens I believe you are referring to what appears to be a peak in our 

ratio at about 300 keV. My only comment to that is that we have measured 

the PU-239/U-235 ratio with three different fission chambers, each contain­

ing various amounts of plutoniimi, so that we can get very high efficiency. 

It appears that as far as our measurements are concerned there is reproduci­

bility and thus, yes, there is structure. 

G. F. Knoll Do you have a figure on the degree to which your efficiency for 

fragment counting is less than 100% and is there any chance that this 

changes with the various isotopes? 

J. Behrens As a matter of fact we measured it. We record in a computer the 

pulse-height spectra as a function of energy. If you look at these pulse-

height spectra distributions you find that there are effects which come in 

if you operate your detector at a 50% fragment detection efficiency or less, 

or 80% or less, you can see problems. You are in trouble if you have only 

50%. Part of our effort went into designing chambers which would have a 

very high efficiency, greater than 90%. 

M. Moore It does not matter because it cancels out with the normalization 

as long as it is the same for your mixed and the straight detector. 

J. Behrens If you bring in the angular distribution you will find a much 

greater effect from the U-238 than the others. One has to be really care­

ful, it is a major concern. You can get systematic errors which may really 

hurt you. 

R. Peelle My question concerns the energy calibration. Did you have the 

opportunity to use carbon filters in the beam so you would see the de­

pressions from the carbon resonances. 

I 

J. Behrens We use a lot of things to determine our energy scale. As you 

know there is this discrepancy between our data and the results from Harwell. 

We have gone back to our U-238/U-235 measurements. We had already measured 

carbon resonances at 2.079 MeV, the 6.295 MeV. We also looked at several 

other resonances which may not be as good as carbon. We do depend heavily 
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on the gamma flash. We find that we have a large niraiber of pulses which 

appear to be fission due to the gamma fission process. We compare this 

gamma-flash technique with the carbon resonances results and find good 

agreement. Since the '75 Washington Conference we have repeated these 

measurements, and again we are very close. 

R. Peelle Like what? 

G. Carlson Like 26 keV at 10 MeV. 

S. Clerjacks I might comment on this. We have measured at Karlsruhe, for 

example, the U-238/U-235 ratio at a completely different facility and come 

up with the same energy scale as that at Livermore. I have a letter from 

Coates which points out that they have now used the gamma-flash and flight-

path technique instead of the carbon resonances (which may be a problem due 

to the short flight-path length) and obtain the same energy scale as we do. 

That means all these data sets now agree well in energy scale. 
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THE FISSION CROSS SECTIONS OF URANIUM 
AND PLUTONIUM ISOTOPES RELATIVE TO U-235 

J. W. Meadows 

Argonne National Laboratory 
Argonne, Illinois 60439, U.S.A. 

ABSTRACT 

The cross sections of U-233, U-234, U-238, Pu-239 and Pu-242 
have been measured relative to U-235 using the ANL FNG facility. 
All measurements were within the energy range 0.1-10 MeV. Sample 
mass ratios were based on the alpha decay ratio, the thermal 
fission ratio, and the mass analysis of specially prepared iso­
topes mixtures. 

INTRODUCTION 

Several years ago a survey of the fission cross section ratio data 
showed that, although a large amount of work had been done, there were gaps 
and regions of inconsistency. At about that time the Argonne Fast Neutron 
Generator became operational with the capability of covering the neutron 
energy range from below 0.1 to above 10 MeV so I began a series of measure­
ments that were intended to include U-233, 234, 236, and 238 and Pu-239, 240, 
241, and 242. This paper reports on the current state of these measurements. 
The U-233 and some of the U-238 results have been reported elsewhere,[1-3] 
but they are Included for completeness and for comparison with some recent 
measurements by others. Of the remaining isotopes, only Pu-239 is of direct 
interest to this meeting but U-234 and 236 and Pu-242 are included because 
they have some bearing on the reliability of the other results. 

Any new data sets presented here must be considered preliminary. They 
are near their final values but there will be additional measurements to 
confirm the normalization and, in some cases, additional data will be taken 
to improve the statistical accuracy. In all cases there will be some 
extension of the energy range. 

EXPERIMENTAL METHOD 

A. General 

The ideal experimental method involves placing two samples of known 



74 

mass ratio, preferably 1.0, in the same monoenergetic neutron flux and meas­
uring their fission rate at the same time. In practice the two samples were 
mounted on light backing plates and placed back-to-back in a double ioniza­
tion chamber which was placed near and perpendicular to a neutron source 
produced by a charged particle reaction. A second measurement was made with 
the chamber reversed and an average of the two was used. This eliminated 
differences in the relative fission rates due to sample gecjmetry, to attenua­
tion in the sample support plates and to changes in detector efficiency due 
to momentum effects. 

Neutrons with energies less than "^ 5 MeV were produced by the 
Li-7(p,n)Be-7 reaction in a thin layer of natural lithiimi evaporated on a 
tantalum backing. Higher energy neutrons were produced by the D(d,n)He-3 
reaction using a gas target. Where necessary, corrections were made for 
lower energy neutrons from the Ll-7(p,n)Be*-7, Ll-7(p,n He-3)He-4 and 
D(d,pn)D reactions as well as for neutrons produced by (d,n) reactions with 
the gas target assembly. Measurements were made to establish the yield and 
energy spectra from these reactions so corrections could be calculated [4,5]. 
A pulsed and bunched beam was used and fast timing techniques selected those 
fissions that were suitably correlated with the beam pulse. The timing re­
quirements were generally not very strict. In most cases a '>' 40 nanosec 
window was used. A second window about 200 nanosec before the beam pulse 
measured the epithermal neutron background. 

The fission detector, a parallel plate, double ionization chamber, has 
been described earlier [1]. It was lightly constructed in order to minimize 
scattering. The detector efficiency was always > 90% and was usually "^ 98%. 

B. Samples 

Samples were prepared by electroplating uranium or plutonium onto 
polished molybdenimi or stainless steel plates. The deposit diameter was 
2.54 cm and the area density ranged from 0.025 to 'v 0.5 mg/cm^. Most sam­
ples were between 0.05-0.15 mg/cm^. 

The energy dependence of the cross section ratios was measured using 
pure (> 98%) isotopes but the normalization was usually made with mixtures 
containing > 90% of the principal isotope. These mixtures were designed to 
have convenient alpha decay and thermal fission rates and the mass ratio 
were based on these measurements plus the mass analyses. In general this 
required a knowledge of the half lives and thermal fission cross sections 
but for the uranium isotopes the result was usually independent of these 
quantities. For example, in the U-234:U-235 measurement the U-235 sample 
contained '\̂  1% U-234 while the U-234 sample contained "^ 10% U-235. The 
alpha decay rates were almost entirely due to U-234 while the thermal fission 
rates were almost entirely due to U-235. The mass ratio depended only on the 
relative rates and the consistency of the two sets of measurements provided 
a check on the mass analysis. (See for example ref. 39). 

The same basic technique was used with the plutonium isotopes by adding 
Pu-239 to the non-fissile ones, but now the results are always dependent on 
the relative thermal cross sections and alpha decay rates. Table I shows 
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the half lives and cross sections used [6-13]. The critical ones are indi­
cated. 

The alpha count rates were measured in a low geometry counter with a 
factor > 1000. The thermal fission rates were measured in the graphite 
colimin of the Argonne Thermal Source Reactor at a point where the cadmium 
ratio for gold was 500. Fortunately, the temperature of the reactor cell 
during these measurements was 20 deg. C so the cross sections in Table I 
were directly applicable. Measurements were also made at the FNG by sur­
rounding the detector with hydrogenous moderator. This had the advantage 
of using the same electronics that were used for the ratio measurements in 
the MeV range. The cadmiimi ratios for these measurements were usually 70-
100. When the thermal fissions in the two samples were due to different 
isotopes, corrections were made for the non-Maxwellian spectral shape accord­
ing to the method described by Westcott [14]. 

C. Energy Calibration and Resolution 

The neutron energy was a function of the energy of the incident 
particle. That was controlled by a 90 deg. analysing magnet which was cali­
brated by three threshold reactions. Those were Li-7(p,n)Be-7 at 1880.60 ± 
.04 keV, [15] B-ll(p,n)C-ll at 3016.4 ± 1.6 keV, [16] and AJl-27(p,n)Si-27 at 
5796.9 ± 3.8 keV [15]. Higher values were obtained by extrapolation. The 
extrapolation was a lengthy one (the maximum required field of 7700 gauss 
corresponds to 16 MeV proton energy). Nevertheless, I estimate the uncer­
tainty in the deuteron energy at this field strength to be less than 250 keV. 
This corresponds to 11 MeV neutron energy. At 8 MeV the uncertainty declined 
to < 50 keV. For neutron energies below 2 MeV the uncertainty due to the 
magnet calibration was 2 keV. 

The energy resolution was determined by the energy loss in the target 
and by the angle subtended by the detector. The latter was a function of 
the kinematics of the source reaction and was readily calculated. The thick­
ness of the lithium targets were measured if they were less than 100 keV at 
the Li-7(p,n) threshold. Otherwise the thickness was estimated from the 
weight of lithium evaporated. Only thin targets of measured thickness were 
used in regions where the cross section ratios were changing rapidly. In 
addition the buncher added 2-3 keV to the energy spread but this was compar­
atively negligible. The uncertainty of the energy resolution was estimated 
to be '̂  10% of the total spread. This is the major contributor to the energy 
uncertainty. 

TREATMENT OF DATA 

A number of corrections were required but most were quite small. 

1. Room Background 

This was a time independent background that affected only the 
fissile samples. It was caused by thermal and epi-thermal neutrons and was 
measured concurrently with the fission ratio as described in Section II.A. 
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I t usual ly amounted to 0,1-0.2%. 

2. Source Background 

This was caused by the (d,n) reactions with the gas target struc­
ture. Measurements were made with an empty cell before and after each 
measurement with the cell filled. It was about 1% near 5 MeV neutron energy 
and increased to about 15% near 8 MeV. 

3. Corrections to Detector Efficiency 

The only corrections regularly made were for the number of fis­
sions under the alpha peak and for fissions lost due to the finite sample 
thickness. The former was estimated by a linear extrapolation of the pulse 
height distribution to zero bias. The latter was based on measurements of 
specific thermal fission rates for a series of U-235 samples ranging from 
0.05 to 0.4 mg/cm^. Usually no corrections were made for mcjmentum and 
angular distribution effects. The first was taken care of by making a 
second set of measurements with the sample positions reversed. For the 
second, the effect was small for 0.1 mg/cm^ samples (<0.2%). However for 
the thickest samples the maximimi correction was 0.7%, and was applied. 

4. Scattering Corrections 

These were calculated using a Monte Carlo procedure and ENDF/B-IV 
cross sections. Only single scattering was considered and inelastically 
scattered neutrons were assumed to have an evaporation spectrum. The number 
of fissions due to scattered neutrons was typically '̂  5%. Very few of these 
came from distant objects. Most came from objects very near the samples or 
the neutron source such as the sample support plates ('̂  50%) and the lithium 
target support plate ('̂  25%). The correction was largest when one of the 
samples was a non-fissile isotope but still ranged from 2 - 0.2%. When both 
samples were fissile isotopes the corrections were quite small. 

5. Isotopic Impurities and Neutron Energy Spectrum 

All samples contained at least a small amount of other isotopes 
and some of them contained several percent. In addition lower energy 
neutrons were often produced by secondary source reactions. After making 
the corrections listed above the measured fission ratio was written as 

N^ Z G^ Z Pi,a,(E^)/a25(E,) 

" ̂ 2 1% I '2i\%^^'25^\^ 

The subscripts 1 and 2 refer to the two samples. N is the number of atoms 
in the sample, P refers to the isotopic fraction of isotope 1, G is the 
fraction of neutrons in group g with energy E , O (E ) is the fission cross 
of isotope 1 at energy E , 0 (E ) is the fisllon cr§ss section of U-235 at 
the energy of the principal neutron group, E . The equation was readily 
solved for the appropriate fission cross section ratio. 
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RESULTS 

U-233:U-235 

The U-233 results have been published elsewhere [1]. They are shown in 
Fig. 1 and compared with some other data sets [17-21]. Normalization for 
this ratio is based chiefly on the relative alpha count rates for the U-233 
samples and for the U-235 samples spiked with U-233. The results were con­
firmed by measuring the thermal fission ratio. Compared to much of the other 
data these results are high. The shape is very similar to the recent meas­
urements of Behrens et al. [21] but there is a fairly constant difference of 
'^ 5%, 

U-238:U-235 

Early last year three new measurements of this ratio became available 
[21-23]. When normalization differences were eliminated it was clear that 
there were large energy differences in the threshold region. Consequently 
a new set of measurements were carried out at the FNG with the results shown 
in Fig. 2. These are '̂  20 keV higher than Behrens et al. [21], lower than 
Coates [22] by a similar amount and "^ 40 keV higher than Clerjacks [23]. 
New data submitted for the Work Group of this conference [24,25] appears to 
remove some of the disagreement in the time-of-flight measurements. 

Fig. 3 compares these results with the time-of-flight data at higher 
energies. The information shown was taken from the CSISRS file and was not 
renormallzed. There is very good agreement with Behrens et al. [21] below 
6.5 MeV but above that energy there is a 4% difference. The recent measure­
ments of Dlflllppo et al. [26] shows a similar difference. If the results 
of Coates [22] and Clerjacks [23] are normalized in the 2-3 MeV region the 
agreement is fairly good. Some recent measurements by Nordborg et al. [27] 
in the 5-9 MeV range show a small normalization difference and agree fairly 
well as to shape. 

U-234:U-235 

The data for U-234 (Figs. 4 and 5) are in good agreement with Lamphere 
[28] as far as shape is concerned but differs as to normalization. The 
agreement with Behrens et al. [21] is much better but there are small differ­
ences in shape and in normalization and there is a 20 keV energy shift 
similar to the one observed for U-238. The comparison above 6 MeV is 
particularly interesting as the relative shapes are not at all like those 
observed for U-238. 

U-236:U-235 

These results are shown in Figs. 6 and 7. The agreement with the re­
sults of Lamphere [17] is fairly good. The results of Stein, Smith and 
Smith [29] and White and Warner [20] falls somewhat lower. The agreement 
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with Behrens et al. [21] below 4 MeV is exceptionally good. In the 2 - 4 
MeV region the average normalization differs by 'V' 2%. However in the 
threshold region there is still an energy difference of about 20 keV. There 
is substantial disagreement above 6 MeV but the difference is not similar to 
that observed for U-238 or U-234. 

Pu-239:U-235 

These results are compared with others [18-20,30-37] in Fig. 8. The 
sample mass ratios were based on alpha counting using the Pu-239 and U-234 
half lives in Table I, on relative thermal rates in a well thermalized 
spectrum at 20 deg. C, and on thermal fission ratio measurements at the FNG 
with the detector surrounded by a hydrogenous moderator. The estimated 
error in the final value is 0.7%. The results are in good agreement with 
Pfletschinger and Kaeppeler [18], and in fair agreement with Allen and 
Ferguson [30], Poenitz [32,33], Nesterov and Smirenkin [19]. The agreement 
with Carlson and Behrens [37] is quite good in the 2-4 MeV range where the 
average difference in normalization is about 1%. 

Pu-242:U-235 

The normalization measurements were made using a Pu-242 sample spiked 
with Pu-239 and a U-235 sample spiked with U-234. The results are shown in 
Fig. 9. The agreement with Behrens et al. [38] is very good above 1.5 MeV. 
The average normalization difference is only 0.7%. The threshold region 
again shows the usual energy shift. 
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TABLE I 

Half Lives and Thermal Fission Cross Sections Used to Establish 
Sample Mass Ratios. The Critical Ones are Indicated by an * 

Isotope 

U-233 

U-234 

U-235 

U-236 

U-238 

Pu-239 

Pu-240 

Pu-241 

Pu-242 

t, , Years 

*(1.5911 ± .0015)xl0^ 

*(2.444 ± .017)xlO^ 

(7.038 ± .0048)xl0^ 

*(2.3415 ± .0014)xlO^ 

(4.4683 ± .0034)xlO^ 

*24143 ± 10 

6357 

14.89 ± .11 

3.87 X 10^ 

Ref. 

6 

7 

8 

9 

8 

10 

11 

12 

11 

F(Maxwellian) 
T = 20° C 

528.1 ± 1.2 

569.4 ± 1.2 

785.3 ± 2.2 

1015 ± 7 

Ref. 

13 

13 

13 

13 
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Figure 1. The U-233:U-235 fission cross section ratio. 
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Figure 2. The U-238:U-235 fission cross section ratio near threshold. All 
data sets have been normalized in the 2-3 MeV energy range. 
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Figure 3. The U-238:U-235 fission cross section from 1 to 10 MeV. 
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Figure 4. The U-234:U-235 fission cross section ratio below 2 MeV. The 
error bars show the statistical error and energy resolution. 
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Figure 5. The U-234:U-235 fission cross section ratio above 2 MeV. The 
error bars show the statistical error and energy resolution. 
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Figure 6. The U-236:U-235 fission cross section ratio below 2 MeV. The 
error bars show the statistical error and energy resolution. 
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Figure 7. The U-236:U-2'J5 fission cross section ratio above 2 MeV. The 
error bars show the statistical error and energy resolution. 
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Figure 8a. The Pu-239:U-235 fission cross section ratio. The error bars 
show the statistical error and energy resolution. 
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Figure 8b. The Pu-239:U-235 fission cross section ratio. The error bars 
show the statistical error and energy resolution. 
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VJSCUSSWHS 

J. Behrens Would you comment on your detector efficiency? At Livermore we 

attempted to get our efficiency greater than 90%, realizing that problems 

may arise for efficiencies lower than that. Would you comment particularly 

on Pu-239? 

J. Meadows I do not know exactly what the efficiency is, I can only comment 

on the known losses. We know that for the average sample thickness we lose 

about 1% in the sample. There is another typical 1-2% loss due to the bias. 

That puts our detection efficiency in the range of 97%. In the thickest 

sample, which was a 400 yg/cm^ U-238 sample the efficiency was in the 92% 

range, based on these estimated losses. 

R. Peelle Is it possible to check your energy scale with TOF techniques? 

J. Meadows I would say it is rather Impractical. 

R. Peelle Did you insert a carbon sample in order to check the energy? 

J. Meadows No I did not. The distance from the source to the detector is 

only 6 cm. 

S. Clerjacks What is the accuracy of your energy scale? 

J, Meadows The accuracy of the charged particle beam energy is presumably 

quite good, something like 1 or 2 keV. 

S. Clerjacks You know there is some discrepancy in other kinds of work, 

comparing TOF measurements and threshold techniques. At that time your 

laboratory stated that an uncertainty of 6-10 keV existed. 

J. Meadows This uncertainty of 6-10 keV would also include a very thick 

target. If we had a total energy spread of 60-100 keV, then it would be 

uncertain by 6-10 keV, based on target thickness and acceptance angle. In 

the U-238/U-235 measurements the spread was 30-35 keV and I would place the 

uncertainty at 3-4 keV. 

"• ^°"^ ^ "^^e you considered contributions from the low energy neutrons of 

the D(d,n) reaction? 
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J. Meadows Yes. These have all been corrected for. Both the source 

structure and the D(d,n) break-up source reaction. In case of the Li(p,n) 

reaction we corrected for the second neutron group. 

G. Carlson You must have a very long running time with this arrangement. 

J. Meadows The t3rplcal running time is about 2 hours per point. 

R. Peelle Could you simmiarize your feelings about the energy calibration 

by saying whether in the threshold region your difference with Behrens is 

explained by the existing uncertainty or not. 

J. Meadows No, I think the uncertainty is less than half the difference. 

A. B. Smith I would like to make a general comment as long as we are dis­

cussing this energy scale problem. If the monoenergetic machines 

did not have this kind of accuracy the whole mass-defect table is confused. 

The charged-partlcle people do these things with very high precision. So 

you have to be careful if you throw out the monoenergetic machines. The 

whole mass sequence would be in trouble. 

W. Poenitz It even goes the other way. We are using these mass tables to 

define the threshold energies and thus our energy scales. 

C. Bowman If the energy difference is due to the TOF measurements then 

this is energy dependent, however for the monoenergetic sources this can 

be a near constant shift. 

A. Smith Nl-, it is usually the calibration of a magnet which gives a simi­

lar thing. 

W. Poenitz I will discuss in my contribution the problem of energy scales. 

We analyzed all structural features in the U-238/U-235 ratio and could show 

that one of the TOF scales must be in error. 

A. Carlson I should point out that one set of carbon resonance energies 

was measured with a monoenergetic source and there is a good agreement with 

TOF results. 
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MEASUREMENTS OF NEUTRON INDUCED FISSION CROSS SECTION RATIOS 

AT THE KARLSRUHE ISOCHRONOUS CYCLOTRON 

S. Clerjacks, B. Leugers, K. Kari, B. Brotz, 

D. Erbe, D. Groschel, G. Schmalz, F. VoS 

Instltut fiir Angewandte Kernphysik 
Kernforschungszentrum Karlsruhe, F.R. Germany 

ABSTRACT 

Ratios of the fission cross sections of U and Pu rela­
tive to ^^^U were measured with the fast neutron time-of-flight 
facility at the Karlsruhe isochronous cyclotron. With the continu­
ous energy neutron source the entire range from 0.5 - 30 MeV was 
covered in one experiment. In the experiments gas scintillation 
counting of the fission fragments and coincidence techniques were 
employed. Typical energy resolutions range between 0,7 % at 0.5 MeV 
and 3 % at 30 MeV. For the ^^^U/ ^^^U ratio most of the data have 
counting statistics smaller than 3 %, for the ^^^Pu/ ^^^U counting 
statistics does not exceed 2 %. 

INTRODUCTION 

A better knowledge of fission cross sections for ^^^U, ̂ ^^U and ^^^Pu 
throughout the keV and the MeV-range is essential for the design and the 
economics of fast breeder reactors. The importance of these cross sections 
has brought a large number of requests from various countries. Despite the 
large effort devoted in the past to the determination of these data there are 
still gaps in the MeV energy range for all three isotopes. In addition several 
discrepancies appeared in different measurements of these cross sections, even 
in the determinations of their ratios relative to the ^^^U fission cross sec­
tion. 

In this contribution new measurements of the fission cross section ratios 
yy2 3 5y ^^^ 2 39p|̂ 2̂ 3 5y ^^^ described which were carried out with the fast 

neutron time-of-flight facility at the Karlsruhe isochronous c -lotron. 
The measurements extended from 1-30 MeV for the ^^^U/^^^U ratio and from 
0.5 - 30 MeV for ^^^Pu/^^^U ratio. The detectors were of unique design which 
allowed measurements of fission events with high efficiency via detection 
of coincidences between both fission fragments. The shape measurements for both, 
the ^^^U and ^^^ Pu ratio relative to U-235 are normalized at 14 MeV. For 
the ^^^Fu/^^^U ratio the absolute value will be deduced after accurate mass 
determinations are finalized. 
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EXPERIMENTAL METHOD 

The Time-of-Flight Arrangement 

The arrangement of the experimental set up is shown schematically in 
Fig. 1. Neutron pulses of 1.5 nsec duration and a repetition rate of 100 kHz 
are produced by the internal beam of the cyclotron. A continuous energy 
spectrum of neutrons allowing measurements in the range from 0.5-30 MeV 
originates from a bombardment of thick natural uranium targets with 50 MeV 
deuterons. The spectrum of neutrons which is extracted at 0° to the incident 
deuteron beam represents essentially a superposition of an evaporation spec­
trum with a deuteron break-up spectrum,the latter providing a broad distri­
bution peaking at about half of the incoming deuteron energy. The neutron 
beam passes through a thin polyethylene window out of the vacuum tank of the 
cyclotron. An iron end collimator is used to define a narrow neutron beam 
of 8 cm and 5 cm in the detector positions for the ^^''u/^^^U and the 
^^^Pu/^^^U measurements, respectively. The measurements of the ^^^U/^^^U 
ratio were carried with the 57 m flight path. For the determination of the 
fission cross section ratio of ^^^Pu/^^^U the newley installed short flight 
path could be employed, allowing a measurement at a distance of 11,927 m 
from the source. 

The Fission Detectors 

The basic design of the fission chambers used in our experiments is 
shown in Fig. 2. For the detection of fission fragments an arrangement of 
nine gas scintillation chambers in series was used. The scintillation cham­
bers were made of stainless steel. Silver was plated to the inner walls 
as the reflector material. Each scintillation chamber was separated from its 
next neighbours by the fission foils. Optical decoupling is provided by the 
metallized vyns backing of the fission foils. A mixture of 85 % argon and 
15 % nitrogen gas flowing continuously through the counter at slightly 
above atmospheric pressure served as the scintillator. Each chamber is 
viewed by one Valvo DUVP 56 photo multiplier tube.A fast timing signal is 
provided from the anode of each photo multiplier. 

Timing and Resolution 

For exact timing of the experiment it was necessary to define the time-
zero-point of the absolute time scale. This was provided by the prompt 
y-rays from the uranium target. The narrow time peaks occuring in the single's 
spectra of each chamber occured mainly because of the small, butnon-zero 
efficiency of the gas scintillators for y-rays. The peaks obtained also in 
the coincidence spectra at the same position but with very low probability 
are mainly due to photo-fission events in the fissionable material . Finally 
our timing was verified byiaeasuring the narrow MeV-resonances of carbon, 
which confirmed the above assumptions. 

The resolution in our experiment is given by the resolution of the fis­
sion detectors and the neutron pulse width of the cyclotron, which is about 
1.5 ns. The overall time resolution of the detectors was measured from coin­
cidences of fission fragments and y^ays emitted in the prompt fission of a 
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^^^Cf source. For detection of yrays a NE 102 A plastic scintillator was 
employed. This gave typical time resolutions for our fission counters of 4 ns, 
Taken in quadrature, the both contributions mentioned above results in a re­
solution of '̂ 4.5 nsec. 

Data Acquisition 

A simplified block diagram of the data acquisition system is shown in 
Fig. 3. For each fission foil of the detector both fission products with frag­
ment energies higher than 15 MeV were detected in the adjacent chambers. A 
15 nsec coincidence was required to identify fission events. For time-of-
flight determinations the cyclotron provides a start pulse for timing pur­
poses which is synchronized with the neutron burst to better than +0.2 nsec. 
This pulse and the stop pulse from the detectors are fed to a digital time 
analyser set to a range of 4096 time channels with 2 nsec channel width 
The corresponding eight time spectra are fed via a special inface-unit to a 
CDC 3100 on-line computer and recorded simultaneously,but accumulated separate­
ly on a magnetic disc and sequentially stored on magnetic tape. 

The Samples 

Fission samples were provided by the Sample Preparation Group of the 
CBNM Euratom Laboratory in Geel, Belgium. The fissile material was deposited 
by electrospraying of the corresponding oxides on 170 (uranium) and 100 ygr/cm^ 
(plutonium) vyns foils, metallized by 20^r/cm^ as described by Verdingh and 
Lauer ). This laboratory will also perform the final mass determination, which 
unfortunately is not yet finalized. So far only tentative mass values have 
been given, which were derived from a-counting. Thus the fission cross section 
ratios are shape determinations normalized at the well known 14 MeV values. 

CORRECTIONS AND UNCERTAINTIES 

For the fission cross section ratio of ^^^U/^^^U,for which some channel 
grouping of the original time-of-flight data was made,most of the data have 
a statistical accuracy of better than 3 %. The corresponding statistical coun­
ting errors for the ^^^Pu/^^^U ratio measurement are typically a few permill 
and do not exceed 3 % in the whole energy range. In addition to the effect of 
counting statistics a number of other effects contribute systematic errors to 
our experimental results. The major effects are listed in Table I. 

Background 

A typical time of flight spectrum is shown in Fig.4 . It can be seen, that 
the time independent background is about 1-2 % in most of the time channels 
except at the lower and upper end of the spectrum, where the background does 
not exceed 5 % of the fission events. This situation is even better for 
the fission spectra of both uranium isotopes ^^®U and ^^^U. The resulting 
uncertainty for the fission cross section ratio is included in the statistical 
error and does not exceed 1 % except for the 2 3 8̂ /2 3 5 ̂  ratio below 2 MeV 
and above '\'20 MeV. The time-correlated background measured by comparison of 
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resonance transmission shapes from carbon, showed that the time-independent 
background was negligible in our measurements. The possibility of a + 2 % 
systematic error due to such background could not be excluded. 

Energy Dependent Detector Efficiency 

For measurements in the MeV range the incident neutron momentum causes 
a varying forward peaking of fission fragments. This results in an increased 
detector efficiency for the fission chamber at that side of the foil which is 
remote from the neutron source. These effects have been calculated with a pro­
gram following mainly the treatment of Rossi and Staub^). The input data for 
the calculations are the thicknesses of the various layers of the samples, 
(uranium or plutonium oxide, vyns and aluminum) and the range and energy loss 
of fission fragments in these materials^). Such results have to be averaged 
over light and heavy fragments and showed that 7,5 % of the ^^^U and 8,0 % of 
the ^^^U fragments were absorbed in the ^^^U/^"^U ratio measurement. It turned 
out from such calculations that the differences in the change of the efficien­
cies for ^^^U and ^^^U for the ratio measurements of ^^®U and ^^^U were less 
than 0,5 %, so that no correction was applied in this case. In the ^^^Pu/^^°U 
ratio measurement, in which largely different samples thicknesses where used 
for Pu and U-foils, the calculations showed a significant energy dependence 
of the efficiency ratio. The obtained change was 5 % at 20 MeV. 

The effect of the anisotropy of fragment emission with respect to the 
incident neutron beam can also cause differences in the detection efficiencies 
of both isotopes in a fission cross section ratio measurement. For the two 
uranium isotopes ®U and ^^^U the effect of anisotropy is significantly 
different, but this effect is only important, when the fragments are absorbed 
in thick foils. The energy dependence in the efficiency has been estimated on 
the basis of the measured anisotropies"*' and under the assumption, that all 
loss in efficiency is due to losses of fragments in the foils. These calcu­
lations showed a very small effect of less than 0.8 %. 

Electronic Threshold and Dead Time-Corrections 

The electronic threshold correction was determined by extrapolating the 
pulse height distributions from both sides of the samples to the zero pulse 
heights. Electronic dead time effects were controlled throughout the experi­
ments with test pulses from luminescence diodes applied to each fission 
chamber.It was confirmed that no pulses were lost or uncorrectly routed. 
The measurements were conducted in a number of independent runs, in order to 
ensure that there was no systematic drift in the electronic and the data 
acquisition system. The experiments were performed at a counting rate 
'̂ '600-1200 events/sec requiring a time-independent dead time correction of 
'\̂1 % for the 2 3 8^/235^ ratio and of 2 % for the Pu-239 ratio. 

Sample Mass and Isotopic Composition 

The preliminary mass values and the exact isotopic compositions of the 
samples are listed in Table II, Due to the complex calculation of the masses 
from the a-activity,the isotopic composition and the half-lifes of the con­
stituent isotopes the determinations have not yet been finished. Thus the 
uncertainties are '̂'± 15 % for ^^^Pu and '^2 % for the uranium isotopes. The 
final determinations which are in progress are expected to give accuracies 
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of better than 1 %. 

with the exception of ^^®U for which highly enriched material was 
available, there was a not negligible isotopic impurity in the samples of 
^^^U and Pu requiring explicit corrections of the data. In particular 
corre'^tions were applied for the U-238 content in the ^^^U foils 
(5.4 1) and for the '̂*°Pu content in the ^^^Pu foils (3.9 % ) . While for the 
correction of the ^^^U-impurity in ^^^U the counting rates of ^ U from our 
own measurement were used the evaluated Los Alamos fission cross sections of 
^^^Pu and '̂*°Pu were adopted^). 

RESULTS AND DISCUSSIONS 

238u/235u Ratio 

The measured fission cross section ratio ^^®U/^^^U in the range from 
1-30 MeV is shown in Fig. 5. No complete comparison with all existing data 
sets is given here, since a detailed comparison is part of the service pro­
vided by the organizers of this Specialists Meeting. Included are only the 
results of some recent measurements with continuous energy neutron sour-
cesS^). 

Our Karlsruhe measurements are normalized at 14 MeV to the value of 
0.55 ,*. At this energy evaluations assign a comparatively low standard 
deviation error of 2 % to their ratio value, because of the numerous exis­
ting measurements at this point. The numerical values from our measurement 
are given in Table III. Only the statistical errors are from here which are 
in time-dependent background which was assumed to be less than ± 2 %. It can 
seen that the overall agreement in shape is good, apart from a disagreement 
in the peak range from 6 to 7 MeV and the range above '̂'20 MeV. The par­
tial results in the threshold region from 1-2 MeV is shown in Fig. 6 to de­
monstrate a pecularity which might deserve a discussion at this meeting. 
There appears to be a significant shift in the energy scales between the 
Karlsruhe and Livermore data on the one side and the Harwell results on the 
other side. If there also exists differences in the energy scales of ^^^U 
measurements as was noted recently then this might call for a revision of 
quoted data because of the energy dependence at the reference H(n,p) cross 
section. Below -̂1.6 MeV our cross section ratio became increasingly in­
accurate due to the counting statistics which reached 9% at 1.2 MeV thus 
no ratio values are given below that value. 

2"Pu/2^^U Ratio 

Our results of the fission cross section ratio are shown in comparison 
with the preliminary results of Behrens and Carlson^) in Fig. 7. Our shape 
measurement was normalized at 14 MeV to the cross section ratio value of 
1.15 •*. It can be seen that the overall agreement between the two data sets 
is good apart from the different rise above about 15 MeV. Numerical values 
of our data are summarized in Table IV. 



99 

ACKNOWLEDGEMENTS 

The authors wish to thank Drs. Lauer, Verdingh and Pauwels for the care­
ful preparation of the fission samples and the preliminary mass determinations. 
The help of the cyclotron crew headed by Dr. Schweickert and Mr. F. Schulz 
is greatfully acknowledged. 

REFERENCES 

1. V. VERDINGH, K.F. LAUER, Nucl. Instr. Meth. 2\_ (1963) 161. 

2. B.B. ROSSI, H.H. STAUB, Ionization Chambers and Counters,Mac Graw Hill, 
New York (1949) p. 227 ff. 

3. L.C. NORTHCLIFF, R.F. SCHILLING, Nuclear Data Tables A7 (1970) 233. 

4. J.E. SIMMONS, R.L. HENKEL, Phys. Rev. J_2Ci (1960) 198. 

5. R.E. HUNTER, L. STEWARD, T.J. HIROUS, Los Alamos Scientific Laboratory 
Report, LA-5172, 1973. 

6. J.W. BEHRENS, G.W. CARLSON, R.W. BAUER, Proc. of a Conf. on Nuclear Cross 
Sections and Technology, Washington, D.C, March 1975, p. 591-596. 

7. M.S. COATES, D.B. GAYTHER, N.J. PATTENDEN, Proc. of a Conf. on Nuclear 
Cross Sections and Technology, Wash. D.C, March 1975, p. 568-571. 

8. W.P. POENITZ, private communication, (1976). 

9. J.W. BEHRENS, G.W. CARLSON, preliminary data, not published, (1975). 

10. CA. UTTLEY, J.A. PHILLIPS, UKAEA Report No. AERE NP/R 1996 (1956). 



100 

TABLE I 

Corrections and Uncertainties in the Ratio Measurements 

Effect Size of the 
Effect 

Resulting 
Uncertainty 

Correction 
Applied 

Time-independent max. 5 % 
background < 2 % typical 

0.5 % max. 
< 0.2 % typical Yes 

Time-dependent 
background 

< 2 % <0.5 % No 

Energy depen­
dent detector 
efficiency 

max. 5 % for 
thick U 
samples 

< 2 % typical 

<0.2 % Yes 

Electronic 
threshold 

max.20 % of < 0.5 % 
the total 
fission spectrum 
was cut off 

Yes 

Dead time 
losses 

max. 2 % 
>1 % typical 

negligible Yes 

Isotopic im­
purities 

5.4 % max. 
for U-235 

almost every­
where n e g l i g i b l e 

Yes 

Neutron scatter- <1 % typical 
ing in Ta-
and fission foils 

<0.5 % maximal No 



Isotope 

238. 

235 
U 

Foil No. 

2 
3 
4 

TABLE II 

Isotopic Composition and Areal Density of Fission Foils 

''^/'''^J Ratio 

Isotopic Composition, Mass Number Cat. ̂ ) 

234 235 236 238 235/238 

.080 93.331 0.202 5.387 

0.0001755 

Areal Density 
(U ygr/cm^) 

460 + 1 % 
444 + I % 
413 ^ 1 % 
434 + 1 % 

.12 + 1 % 
.»30 + 1 % 
440 + 1 % 
319 + 1 % 

239^ ,235,, „ ^, 
Pu/ U Ratio 

Isotope Foil No 

239 
Pu 

235, 

2 
3 
4 

2 
3 
4 

234 

Isotopic Composition, Mass Number (at. %) 

235 236 238(U) 238(Pu) 239 
Areal Dens. 

240 241 242 (U,Pu-y gr/cm') 

0.008 96.023 3.858 0.103 0.008 

1.080 93.337 0.202 5.387 

180 + 15 % 
180 + 15 % 
180 + 15 % 
180 + 15 % 

730 + 1 % 
802 + 1 % 
784 + 1 % 
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TABLE III 
238 235 

Fission Cross Section Ratio a U/a^ U 

E (MeV) 
n 

1.374 
1.424 
1.474 
1.524 
1.574 
1.625 
1.674 
1.726 
1.775 
1.824 
1.872 
1.923 
1.973 
2.039 
2 .342 
2.642 
2.945 
3.245 
3.541 
3 .843 
4 .144 
4 .446 
4.742 
5.046 
5.344 
5.644 
5.942 
6 .248 
6.547 
6.849 
7.137 
7.443 
7.748 
8.050 
8.346 
8.635 
8.939 
9.259 
9.539 
9 .833 

10.140 
10.462 
10.731 
10.046 
11.337 
11.641 

° f238u 

0 . 132 
0 .209 
0 .265 
0 .294 
0 .326 
0 .353 
0 .349 
0.332 
0 .377 
0 .395 
0 .409 
0.376 
0 .398 
0.395 
0.401 
0 .415 
0.416 
0 .423 
0 .465 
0.461 
0.466 
0 .476 
0 .475 
0 .460 
0 .484 
0 .487 
0.529 
0 .554 
0 .586 
0 .609 
0 .577 
0 .549 
0 .545 
0 .560 
0.541 
0.551 
0.547 
0 .555 
0 .534 
0 .563 
0.559 
0 .575 
0 .560 
0 .563 
0.582 
0 .565 

S t a t i s t i c . 
Er ro r (%) 

7 .2 
6 . 3 
5 .7 
5 .5 
5 .4 
5 .3 
5 . 3 
5 .4 
5 .4 
5.2 
5 .2 
5 . 3 
5 .4 
2 . 2 
2 . 3 
2 . 5 
2 .7 
3 .0 
3.1 
3 .3 
3 .5 
3 .7 
3 .8 
4 .1 
4 .1 
4 .2 
4 . 0 
3.9 
3 .5 
3 .3 
3 .3 
3 .2 
3 .0 
3.1 
2 .9 
2 .9 
2 . 8 
2 . 8 
2 . 8 
2 .7 
2 .6 
2 . 7 
2 . 8 
2 .6 
2 .6 
2 .6 

E (MeV) 
n 

11.957 
12.161 
12.371 
12.586 
12.807 
13.033 
13.266 
13.505 
13.750 
14.003 
14.262 
14.529 
14.803 
15.086 
15.376 
15.675 
15.983 
16.301 
16.627 
16.964 
17.311 
17.670 
18.039 
18.420 
18.814 
19.221 
19.641 
20 .075 
20 .524 
20 .988 
21 .468 
21 .965 
22 .480 
23 .014 
23 .566 
24 .140 
24 .735 
25 .352 
25 .993 
26.659 
27.351 
28.071 
28 .820 
29.601 
30 .413 

a f 2 3 % 

af235u 

0 .576 
0 . 5 7 3 
0 .547 
0 .531 
0 .515 
0 . 5 3 3 
0 .534 
0 . 5 5 0 
0 .528 
0 . 5 5 0 
0 .552 
0 . 5 4 3 
0 .567 
0 .584 
0 .595 
0 .601 
0 . 6 1 0 
0 .636 
0 . 6 2 3 
0 . 6 0 3 
0 .632 
0 .621 
0 .621 
0 . 6 4 3 
0 .665 
0 .675 
0 . 6 9 8 
0 .712 
0 .744 
0 .744 
0 . 7 6 3 
0 .736 
0 .744 
0 .760 
0 . 7 6 3 
0 .771 
0 .784 
0 .755 
0 .775 
0 . 7 3 8 
0 .778 
0 .772 
0 .776 
0 .812 
0 . 7 7 8 

S t a t i s t i c a l 
E r r o r (%) 

2 . 5 
3 . 0 
3 .0 
2 . 9 
2 . 8 
2 .7 
2 . 6 
2 . 6 
2 . 5 
2 . 4 
2 . 4 
2 . 4 
2 . 3 
2 . 2 
2 . 2 
2 . 2 
2 .1 
2 . 1 
2 . 2 
2 . 2 
2 . 2 
2 . 2 
2 . 2 
2 .2 
2 . 3 
2 . 3 
2 . 3 
2 . 4 
2 . 4 
2 . 5 
2 . 6 
2 .7 
2 . 7 
2 . 8 
3 . 0 
3 .2 
3 .4 
3 .7 
4 . 0 
4 . 3 
4 . 5 
4 . 8 
5 .1 
5 . 3 
5 .7 



1 0 3 

E n 
(MeV) 

20.891 
20 .448 
20 .019 
19.603 
19.201 
18.810 
18.432 
18.065 
17.709 
17.364 
17.029 
16.703 
16.387 
16.079 
15.781 
15.490 
15.208 
14.933 
14.666 
14.406 
14.153 
13.906 
13.666 
13.432 
13.204 
12.982 
12.766 
12.555 
12.349 
12.148 
11.952 
11.761 
11.574 
11.392 
11.214 
11.041 
10.871 
10.705 
10.543 
10.385 
10.230 
10.079 

9.931 
9 .786 
9 .645 
9 .506 

0^235^ 

1.211 
1.211 
1.211 
1.214 
1.230 
1.219 
1.225 
1 .209 
1.200 
1. 190 
1.183 
1.173 
1 .166 
1.161 
1.153 
1.148 
1.151 
1. 138 
1.129 
1.128 
1.129 
1.139 
1.138 
1.141 
1. 177 
1. 179 
1. 190 
1.211 
1.232 
1.250 
1.259 
1.271 
1.280 
1.295 
1.297 
1.300 
1.295 
1.298 
1.302 
1.306 
1.304 
1.289 
1.288 
1,292 
1,301 
1.293 

F i s s i o n Cross 

S t a t . 
Unc. 
(%) 

0 . 5 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 4 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 5 
0 . 6 
0 . 6 
0 . 6 
0 . 6 

E 
n 

(MeV) 

9.371 
9 .238 
9. 108 
8.981 
8.857 
8 .735 
8 .615 
8 .498 
8.384 
8 .272 
8 .162 
8 .054 
7 .948 
7 .845 
7 .743 
7 .643 
7 .546 
7 .450 
7 .356 
7 .264 
7 .173 
7 .085 
6.997 
6 .912 
6 .828 
6 .745 
6 .664 
6 .585 
6.507 
6 .430 
6 .355 
6.281 
6 .208 
6.136 
6 .066 
5 .929 
5 .732 
5 .545 
5.367 
5 .198 
5.036 
4 .882 
4 .734 
4 .594 
4 .459 
4 .330 

TABLE IV 

S e c t i o n 

a / 3 9 p , 

a^235y 

1.290 
1.279 
1.274 
1.271 
1.270 
1.262 
1.265 
1.256 
1.261 
1.274 
1.272 
1.266 
1.277 
1.258 
1.263 
1.268 
1.272 
1.282 
1.293 
1.289 
1.277 
1.284 
1.309 
1.316 
1.340 
1.351 
1.359 
1.360 
1.390 
1.404 
1.429 
1.462 
1.471 
1.503 
1.527 
1.561 
1.631 
1.631 
1.641 
1.622 
1 .615 
1.609 
1.619 
1.601 
1.604 
1.580 

* 

R a t i o a^ 

S t a t . 
Unc. 
(%) 

0 . 6 
0 . 6 
0 . 6 
0 . 6 
0 . 6 
0 . 6 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 . 8 
0 . 8 
0 . 8 
0 . 8 
0 . 8 
0 . 8 
0 . 8 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
1.0 
1 .0 
1.0 
1.0 
1.0 
1.1 
1.1 
0 . 6 
0 .7 
0 .7 
0 .7 
0 . 7 
0 .7 
0 . 7 
0 . 7 
0 .7 
0 .7 
0 .7 

" 9 p u / a ^ 

E 
n 

(MeV) 

4 .207 
4 .089 
3 .976 
3 .868 
3 .764 
3 .664 
3 .568 
3 .476 
3.387 
3 .302 
3 .220 
3 .140 
3 .064 
2.991 
2 .920 
2 .852 
2 .786 
2 .722 
2 .660 
2.601 
2 .543 
2 .488 
2 .434 
2 .382 
2.331 
2 .282 
2 .235 
2 .189 
2 .145 
2 .102 
2 .060 
2 .019 
1.980 
1.942 
1.904 
1.868 
1.833 
1.799 
1.766 
1.734 
1.702 
1.672 
1.642 
1,613 
1,585 
1.557 

235 
U 

a^235y 

1.587 
1 .600 
1 .600 
1.599 
1.591 
1.584 
1.608 
1 .585 
1 .587 
1 .587 
1.590 
1 .576 
1.578 
1.580 
1.568 
1 .572 
1.578 
1.555 
1.543 
1.555 
1.571 
1.578 
1.569 
1.563 
1.582 
1.575 
1.564 
1.552 
1 .561 
1.573 
1.563 
1.566 
1.564 
1.546 
1.555 
1.569 
1.583 
1.589 
1.561 
1.581 
1.593 
1.586 
1.563 
1.566 
1.548 
1.573 

S t a t . 
Unc. 
(%) 

0 . 7 
0 . 7 
0 . 7 
0 .7 
0 .7 
0 . 7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 .7 
0 . 8 
0 . 8 
0 . 8 
0 . 8 
0 . 8 
0 . 8 
0 . 8 
0 . 8 
0 . 8 
0 , 8 
0 . 8 
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E 
n 

(MeV) 

1.531 
1.505 
1.479 
1.455 
1.430 
1.407 
1.384 
1.361 
1.340 
1.318 
1.297 
1.277 
1.257 
1.238 
1.219 
1.200 
1.182 
1.164 
1.147 
1.130 
1.114 
1.098 
1.082 
1.066 
1.051 
1.036 
1.022 
1.007 
0 .989 
0 .966 
0 .945 
0 .924 
0 .904 
0 .884 
0 .865 
0 .847 
0 .829 
0 .812 
0 .795 
0 .779 

a / ^ ^ P u 

a^235„ 

1.583 
1.590 
1.595 
1.573 
1.592 
1.599 
1.609 
1.624 
1.582 
1.578 
1.566 
1.594 
1.580 
1.563 
1.562 
1.528 
1.515 
1.520 
1.537 
1.497 
1.453 
1.483 
1.508 
1.514 
1.495 
1.456 
1.444 
1.432 
1.433 
1,465 
1.472 
1.469 
1.503 
1.519 
1.503 
1.508 
1.536 
1.530 
1.582 
1.525 

S t a t . 
Unc. 
(%) 

0 . 8 
0 . 8 
0 . 8 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
0 . 9 
1.0 
1 .0 
1.0 
1.0 
1.0 
1 .0 
1.0 
1 .0 
1. 1 
1 . 1 
i . 1 
1 . 1 
1. 1 
1 . 1 
0 . 9 
0 .9 
0 . 9 
0 .9 
0 . 9 
0 . 9 
0 . 9 
1.0 
1.0 
1.0 
1.0 
1 .0 

TABLE IV ( c o n t . ) * 

o. 

(MeV) 

0 .763 
0 .748 
0 .733 
0 .719 
0 .705 
0.691 
0 .678 
0 .665 
0 .653 
0.641 
0 .629 
0 .618 
0 .606 
0 .596 
0 .585 
0 .575 
0 .565 
0 .555 
0 .546 
0 .536 
0.527 
0 .519 
0 .510 
0 .502 
0 .494 
0 .486 
0 .478** 
0 .470 
0 .463 
0 .456 
0 .449 
0 .442 
0 .435 
0 .428 
0 .422 
0 .416 
0 .410 
0 ,404 
0 ,398 
0 ,392 

239„ Pu 
s 

235 
F U U 

( 

.564 1 

.529 1 

.517 1 

.474 1 

.485 1 

.526 1 

.477 1 

.437 1 

.445 1 

.476 1 

.479 1 

.461 1 

.477 1 

.466 1 

.416 1 

.381 1 

.395 1 

.424 1 

.379 1 

.395 1 

.407 1 

.433 1 

.441 1 

.416 1 

.408 1 

.388 1 

.409 1 

.391 1 

.368 1 

.412 1 

.372 1 

.384 1 

.262 1 

.232 1 

.362 1 

.416 1 

.378 1 

.314 1 

.372 1 

.371 1 

t a t . 
nc . 

.0 

.2 

.2 

.2 

.2 

.2 

.2 

.2 

.2 

.3 

.3 

.3 
,3 
.4 
,4 
.4 
,4 
,5 
,5 
,5 
,6 
,6 
,6 
,7 
.7 
,8 
,9 
,8 
,8 
,8 
,8 
.8 
,8 

* This table contains corrected data supplied by the authors after 
the end of the meeting. (Note added by the Editors.) 

** The low-energy limit for the validity of these data is unclear. Please 

contact the authors. (Note added by the Editors). 
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VJSCUSSIOHS 

J. Behrens I would Ilk. comment on your comparison with the Livermore 

data. The figure you showed contains data from our UCID report. 

S. Clerjacks That's right. 

J. Behrens Data were not provided in this report in a table but only in 

a figure. This was one of our lower efficiency runs. We figured that our 

efficiency was only around 70%. Since then we completely redesigned our 

experiment and measured with three different detectors and it will be 

interesting to make comparisons with these later results. 

S. Clerjacks I have just done this. The general trend is not disappear­

ing. The disagreement in shape above 10 MeV is still present. 

J. Behrens How high in energy do you go? 

S. Clerjacks We stopped at present at 20 MeV. 

G. Carlson Have you made a correction for the anisotropy—I did not see it 

in your table—^would you care to give a number? 

S. Clerjacks Yes. This is right, in the table I have included this correc­

tion in the energy-dependent factor which is inclusive of momentum transfer 

and anisotropy. The anisotropy correction is not very large for the ratio 

but more important for the fission cross section measurements themselves. 

M. Moore Is there a possibility of pulse overlap? 

S. Clerjacks No, not in our case. We have introduced Cd-fliters between 

source and detectors. We cut off the low energy neutrons with that. 

M. Moore What was the repetition rate? 

S. Clerjacks 20 KHZ with a flight-path of 11m. 

M. Moore Well, that won't cut off the overlap. 

S. Clerjacks Yes. Nevertheless the overlap neutrons in the critical 

range are so few. Moderated neutrons would give a constant background— 

we would see this in the range of the time-independent background which is 
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very low. In case of U-238 the counts below the threshold would indicate 

overlap-problems—we see nothing. 

A. Carlson I missed the basis for the less than 2% ambient background. 

S. Clerjacks We measure with different sample thicknesses the resonances 

at higher energy. From this we can determine the background. The highest 

resonance was at '\' 8 MeV. 
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HIGH RESOLUTION MEASUREMENT OF THE ^^^U ""0 ̂  ̂  ̂ U 
FISSION CROSS SECTION RATIO BETWEEN 2 MeV AND 25 MeV* 

F. C. Difilippo,t R. B. Perez, 
G. de Saussure, D. Olsen, R. Ingle 

Oak Ridge National Laboratory 
Oak Ridge, Tennessee 37830, U.S.A. 

INTRODUCTION 

2 3 8 

There are persistent discrepancies among recent measurements of the U 
fission cross section in the region from threshold to about 30 MeV. ~ Some 
of those discrepancies may be due to errors in the energy calibration of the 
measurements. 

This paper describes a measurement of the ^^^U/^^^U fission cross section 
ratio. Particular attention was paid to the energy calibration of the data. 
The results of the measurement are provisionally normalized to an evaluated 
value at 2.5 MeV,^ but further experiments are in progress to obtain an 
independent absolute normalization. 

EXPERIMENTAL SET UP 

A high purity ^^®U fission chamber was placed at a 40 m flight path at 
ORELA. The important parameters of the chamber are listed in Table I. The 
ORELA Linac was operated at a repetition rate of 800 pps and the electron 
bursts were 5 nsec wide. The channel structure for the acquisition of the 
time of flight data is given in Table II. In Table III we indicate the over­
all resolution at some typical neutron energies. 

In determining the fission cross-section ratio the count rates of two 
adjacent sections of the chambers were used, one containing ^^®U and the other 
containing U. Data from the other sections of the chamber were not used 
for this measurement. 

* Research sponsored by the Energy Research and Development Administration 
under contract with the Union Carbide Corporation. 

t An IAEA fellow, on assignment from Comision Nacional de Energia Atomica, 
Argentina. 
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ENERGY CALIBRATION 

The flight path L and the initial delay time t were obtained by fitting 
the positions E^ of well known resonances to the reJativistic formula 

E? = 939.49 [(1-.00212882 Ê )̂"-'-̂ -̂ll 

where 

E^^ = .0052273 LV(t. - t ) ^ 
1 X o 

where the energies are in MeV, the flight path in m, and the times in ysec. 

The energies of the resonances utilized are listed in Table IV. For the 
energy calibration of the U section of the chamber, the ^ ^U, Al, and C 
resonances were used; for the U section the five C levels were used, as 
well as the known relative positions of the U and U plates. In addition 
the 721 eV fission subthreshold level provided a consistency check on the 
energy calibration. 

DETERMINATION OF THE 238^/235^ pigsiON CROSS SECTION RATIO 

The following corrections were applied to the data in the process of 
reduction to fission cross section ratios: 

a) Dead-time correction: An 8 ysec dead-time, longer than the dead-time of 
any of the components of the equipment, was artificially imposed on the 
electronics. The dead-time correction amounted to a maximum of 7.6% at 6.8 
MeV in the ^^^U sections and of 11.3% at 1.2 MeV in the ^^^U section. 

b) Background correction: For the ^ ^U section the background was obtained 
from the counting rate between clusters of subthreshold resonances. A Wald 
Walfowitz non-parametric correlation test was applied to verify that the 
fluctuations in the data between clusters were purely statistical. For the 

U section the background was estimated from the count rate in the Al 
resonances at 5.903 and 34.7 keV and in the Li^ resonance at 257 keV. The 
background was essentially negligible for the U sections and amounted to a 
0.1% correction for the ^^^U section 

c) Scattering correction: The effec >f the neutrons scattered from the 1.57 
mm thick magnesium entrance wall of the chamber was neglected because of the 
large distance (15 cm) between this wall and the ^^^U section, or the adjacent 
2 3 B 2 3 5 

U section. Approximately 2% of the neutron beam incident on the U sec­
tion and the adjacent ^^®U section arises from interactions in the aluminum 
plates. In roughly half those interactions the neutron suffers an inelastic 
collision with large energy loss. This effect introduced a correction of 
approximately 1% in the energy region above the Al inelastic scattering 
threshold. 
d) Normalization; After application of the corrections first discussed the 
fission ratio was obtained from the count rates of adjacent ^^®U and ^^^U sec­
tions at each congruent energy point. The ratio was the- normalized to the 
value 0.432 at 2.5 MeV.^ 
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RESULTS AND DISCUSSION 

The results of our measurement are given in Table V. The energy mesh is 
the same as that of Behrens et al.^ The errors shown are only the statistical 
error. The systematic errors due to the scattering corrections and to the 
normalization are estimated to be about 1.5%. 

Comparisons with the data of LLL,^ Harwell,** Karlsruhe,^ and ANL are 
shown in Fig. 1 and 2. In Fig. 3 we show a comparison between our data and 
those of Behrens et al.^ in the neutron energy region from 2 to 13 MeV. 

Up to 7 MeV our data and those of LLL^ and ANL^ are consistent, but 
higher than those of Harwell and those of Karlsruhe. Above 12 MeV our data 
and those of LLL, Harwell and Karlsruhe are all consistent. If the various 
data sets are renormalized to a common value at 2.5 MeV, the agreement below 
7 MeV is improved, but the agreement at high energies is destroyed, as must be 
accepted on account of the differences in shape between the various sets. 

A small systematic difference between our data and those of LLL, illus­
trated in Fig. 3, may be interpreted as a difference in the energy scale of 
the two measurements; but it may just as well be interpreted as an inconsis­
tency in shape. The possible difference in energy scale should be further 
investigated by a direct comparison of the data showing the transmission 
through the carbon filters. Plots for such a study are being prepared. 

CONCLUSIONS 

Below 7 MeV our data agree well with those of LLL and of ANL.^ Above 7 
MeV it is in between those two data sets. 

Our data are presently normalized at 2.5 MeV but will shortly be put on 
an absolute basis. 

A very careful energy calibration was performed through the five carbon 
resonances which allow an accurate determination of the initial delay of the 
time-of-flight scale. The measurement extends over a wide energy range; in 
particular the identification of the subthreshold resonance at 721 eV allows 
a precise check of the flight path length. 
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TABLE I 

Parameters of the Fission Chamber 

Mass (grams) 

Number of Plates 

Plate Diameter (cm) 

Plate Thickness (mm) 

Coating (mg/cm^) 

Gas Pressure (at) ' 

^^^U Sect! 

4.713^ 

30^ 

10.16 

.33 

1.0 

2.0 

on ^^^U Section 

.650 

5̂^ 

10.16 

.127 

1.0 

2.0 

Distance Between 
Plates (mm) 3.175 3.175 

a 238 

Isotopic purity: Less than 2 ppm in isotopes U other than U. 

28 of the aluminum plates have coatings on both sides. 

3 of the aluminum plates have coatings on both sides. 

The gas is a mixture of 90% A and 10% CO . 
There are two "blank" aluminum plates between the 
^^®U and ^^^U sections. The magnesium metal chamber 
walls are 1.575 mm thick. 



119 

TABLE II 

Experimental Parameter 

Power = 10 Kw Repetition Rate = 800 pps Pulse Width = 5 nsec 

Overlap Filter^ 83 g of B^° ('̂' 0.41 g/au^ 

Channel Structure for the Time-of-Flight Measurements 

Number of Channels Channel Width (nsec) Energy Range (keV) 

4573 2 oc - 100.20 

13615 8 100.20 - .588 

3173 128 .588 - .030 

This filter has a transmission of 0.25% at E = 5.3 eV. 
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TABLE III 

Resolution for This Experiment 

E 
MeV 

2 
3 
4 
5 
6 
7 
8 
9 
10 
20 

Res 
MeV 

.0047 

.0083 

.0127 

.0176 

.0231 

.0296 

.0347 

.0420 

.0491 

.136 

Res/E 
% 

.23 

.28 

.32 

.35 

.38 

.42 

.43 

.47 

.49 

.68 
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TABLE IV 

Resonances Used in the Determination of the 
Measurement's Energy Scale 

1. 
7.758 MeV 

Values obtained from ENDF/B-IV 
and private communication from 
F. G. Perey (1976). 

2. 

3. 

c 
7.758 MeV 
6.293 MeV 
5.366 
4.260 
2.077 

Al 
5.903 
235u 

56.5 . 
35.2 1 

238u 

MeV 
MeV 
MeV 

keV 

eV 
eV 

721 eV 

ENDF/B-IV 

ENDF/B-IV 
ENDF/B-IV 

ENDF/B-IV 
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TABLE V 

^^^U to ^^^U Fission Cross Section Ratio 

LOW ENERGY 
(MEV) 

2 . 3 0 6 4L> 
2 . 1 6 7 4 0 
2 . 0 4 0 7 J 
1 . 9 2 4 9 0 
1 , 8 l 8 d D 

. L * 7 ^ 1 3 U ^ 
1 , 6 3 1 E O 
1 . 5 4 6 6 0 
1 . 4 7 1 9 0 
1 . 4 0 0 8 0 
1 . 3 3 4 8 0 
1 . 2 7 3 4 0 
1 . 2 1 6 ID 
1 . 1 6 2 60 
I . I 1 2 6 0 
1 . 0 6 b 8 O 
1 . 0 2 1 9 0 
9 . 8 0 6 7 0 
9 . 4 I 8 8 0 
9 . 0 & J 7 O 
8 . 7 0 9 5 0 
8 . 3 8 4 6 0 
8 . 0 7 7 t i J 
7 . 7 8 7 3 L > 
7 . 5 1 2 4 0 

. 7 . 2 5 1 8 0 
7 . 0 0 4 7 O 
6 . 7 7 0 0 0 
6 , 5 4 6 9 0 
6 . 3 3 4 70 
6 . 1 3 2 7 0 
5 . S 4 0 2 0 
5 . 7 5 6 7 0 

_ 5 . 5 8 1 6 0 
5 . 4 1 4 4 0 
5 . 2 5 4 6 0 
5 . 1 0 1 0 0 

- 4 . 9 5 5 6 0 
4 . 815t>U 
4 . 6 8 1 4 0 
4 . 5 5 2 8D 

- 4 . 4 2 9 t o 
4 . 3 1 1 O O 
4 , 1 9 7 3 0 
4 , 0 8 8 1 0 
3,96300 
3 . 8 8 2 0 O 
3 . 7 8 4 8 0 
3 . 6 9 1 2 0 

. 3 . 6 0 1 0 O 
3 . 5 1 4 1 D 
3 . 4 3 0 3O 
3 . 3 4 9 £ 0 
3 , 2 7 1 £ 0 
3 . 1 9 6 2 ) 
3 . 1 2 3 4 0 

0 1 
0 1 
0 1 
0 1 
0 1 

: 0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
CO 
0 0 
0 0 
0 0 
0 0 
CO 
0 0 
0 0 
0 0 
0 0 
0 0 

CENTER ENERGY 
(MEV) 

2 . 3 8 2 9 D 
i * 2 3 6 9 0 
£ . 1 0 4 lO 
1 . 9 8 2 8 0 
1 . 8 7 1 9 0 
1 * 7 7 0 13 
1 . 6 7 6 4 0 
1 . 5 9 0 lO 
1 . 5 1 0 3 0 

- 1 . 4 3 6 4 0 
1 . 3 6 7 8 0 
1 , 3 0 4 1 0 
1 . 2 4 4 8 D 

. - 1 , 1 8 9 4 0 
1 . 1 3 7 6 0 
1 . 0 8 9 2 0 
1 . 0 4 3 9 0 
1 * 0 0 1 3 0 
9 . 6 1 2 70 
9 , 2 3 6 20 
8 . 8 8 1 6 0 
6 , 5 4 7 0 0 
8 . 2 3 1 lO 
7 . 9 3 2 5 0 
7 . 6 4 9 90 
7 . J 8 2 10 
7 . 1 2 8 3 0 
6 . 8 8 7 4 0 
e . 6 5 8 £ 0 

. 6 . 4 4 0 80 
6 . 2 3 3 70 
6 . 0 3 6 5 0 
5 . a 4 8 5 0 
5 . 6 6 9 2 0 
5 , 4 9 8 C D 
5 . 3 3 4 5 0 
£ . 17 d 2D 

- - £ . 0 2 8 7 0 
4 , 8 8 5 6 0 
4 . 7 4 8 5 0 
4 . 6 1 7 1 0 
4 . ' • 9 1 20 
4 . 3 7 0 3 0 
4 . 2 5 4 2 0 
4 . 1 4 2 70 

- 4 , 0 3 5 6O 
3 . 9 3 2 5D 
3 . 8 3 3 4 0 
3 . 7 3 8 0 D 

- 3 . 6 4 6 ID 
3 . 5 5 7 6 D 
3 . 4 7 2 2 0 
3 . 3 8 9 9 0 
3 . 3 1 0 bO 
2,233<iD 
3 . 159 8D 

1 

0 1 
0 1 
0 1 
01 
0 1 
OL 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 
01 
01 
0 1 -
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
CO 
00 . 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 -
0 0 
0 0 
CO 
0 0 
0 0 
0 0 
0 0 
00 -
0 0 
0 0 
0 0 
00 -
0 0 
0 0 
0 0 
0 0 
CO 
0 0 
0 0 
0 0 
0 0 
0 0 

RATIO 

7 . 3 4 9 7 3 - 0 1 
7 . 4 5 8 6 J - 01 
7 . 2 3 5 8 0 - 0 1 
6 . 9 1 5 1 0 - C I 
0 . 5 2 7 4 3 - 0 1 
6 » 1 6 2 5 3 - - 0 1 -
6 . 0 9 4 9 0 - 0 1 
5 . 9 5 8 6 0 - 0 1 
5 . 7 3 7 4 3 - 0 1 
5 , 5 0 6 5 3 - 0 1 
5 , 3 3 0 4 3 - 0 1 
5 . 3 0 8 0 3 - 0 1 
5 , 3 9 8 1 3 - 0 1 
5 . 5 9 7 4 3 - 0 1 
5 . 8 5 0 2 3 - 0 1 
5 . 7 8 C 8 3 - 0 1 
5 . 7 2 2 3 3 - 0 1 
5 . t> ^c 93 - 0 I 
5 . 7 3 9 0 3 - 01 
5 , 7 b 0 5 3 - Ul 
5 . 7 0 8 0 3 - 0 1 
5 . 6 3 8 7 3 - CI 
5 . 71 6 4 3 - 31 
5 , 6 8 7 53 - C1 
5 . 7 2 8 2 3 - 31 
5 . 9 7 1 3 3 - 0 1 
6 . 0 6 4 8 3 - 0 1 
6 . 1 9 3 73 - 01 
6 . 2 6 9 6 : ) - 0 1 
6 . 0 9 6 9 3 - 0 1 
5 . 9 0 2 8 3 - 01 
5 . 6 2 5 2 3 - 0 1 
5 . 5 5 4 5 3 - 0 1 
5 . 2 3 1 2 3 - 01 
5 , 2 8 3 9 3 - 0 1 
5 , I 8 7 2 3 - 0 1 
5 . 1 6 8 6 3 - CI 
5 . 1 0 9 1 3 - 0 1 
D . 1 0 1 8 3 - 0 1 
5 . 0 1 8 6 0 - 0 1 
4 . 9 9 1 5 3 - 0 1 
5 , 0 0 4 8 3 - 0 1 
4 . 9 7 3 0 3 - 0 1 
4 , 8 3 9 1 3 - 0 1 
4 , 8 6 8 2 3 - CI 
4 . 9 0 0 4 O - 01 
4 , 0 6 1 1 3 - 01 
4 , 7 t ) 5 2 3 - 0 1 
4 . 7 3 2 0 3 - 0 1 
4 , 7 4 2 9 0 - 0 1 
4 . 6 6 8 5 3 - 0 1 
4 , b - y 9 3 0 - 01 
4 , 4 9 8 7 0 - 0 1 
4 . 4 5 6 0 3 - CI 
4 . 3 8 3 4 3 - 01 
4 . 3 0 6 1 0 - 0 1 

ERROR 

% 

I . 3 8 9 3 0 
1 . 3 2 6 0 0 
I . 2 0 0 9 0 
1 . 2 3 4 6 0 
1 . 1 84 4 O 

- I * 1 2 2 8 0 
1 . 0 1 1 2 0 
I . 0 1 7 9 0 
9 . 8 6 5 5 0 -

. 9 . 6 4 0 1 0 -
9 . 5 1 7 3 0 -
a . 9 7 2 2 0 
9 . 2 7 9 7 0 
9 . 0 0 3 4 D -
8 . 6 0 2 8 0 -
7 . 7 8 4 7 0 -
7 . 7 8 9 7 0 -
7 . 4 2 5 1 0 -
7 . 0 7 5 5 D -
6 . 3 4 7 6 D -
6 . 3 5 6 6 0 -
6 . 1 2 C 1 0 -
5 . 8 9 2 8 0 -
5 . 3 6 9 8 0 -
5 . 5 3 6 7 0 -
5 . 5 C 8 1 0 -
5 . 4 8 3 5 0 -
5 . 5 0 2 3 D -
5 . 3 8 4 4 0 -
5 . 9 7 1 0 0 -
6 . 2 6 5 4 0 -
6 . 5 86 8D-
6 . 5 2 6 9 0 -
7 , C 6 6 4 D -
7 . 1 5 0 5 O -
7 . 2 1 Ot.O-
6 . 8 5 0 9 O -
7 , 2 1 1 OD-
7 . 1 a04O-
7 . 1 7 9 7 D -
6 . 8 7 9 5 0 -
7 . 2 0 8 7 O -
7 . 2 8 4 3 0 -
7 . 1 6 1 4 0 -
7 . 1 6 1 5 D -
6 . 8 0 4 6 0 -
7 , 1 61 6 0 -
7 , 1 0 7 0 0 -
7 , 1 6 2 2 0 -
6 , 7 3 C 5 0 -
7 , 0 6 0 2 0 • 
7 . 0 O 5 7 D -
6 . 9 9 8 0 O -
6 . O 3 0 4 O -
6 . 9 C 6 4 0 -
6 . 7 7 3 9 D -

0 0 
3 0 
0 0 
0 0 
0 0 
0 0 

oo 
0 3 

- 0 1 
-0 1 
-0 1 
-0 1 
-0 1 
-0 1 
-0 1 
-0 1 
-3 1 
-0 1 
-0 1 
-0 1 
-0 1 
- : 1 
-0 1 
-0 1 
-0 I 
-0 1 
-0 1 
- 0 1 
-0 1 
-0 I 
-0 1 
-3 1 
-0 1 
-0 I 
-0 1 
-0 1 
-0 1 
- 0 1 
-0 1 
-J 1 
-0 1 
-0 I 
- 0 1 
-0 1 
-0 1 
-0 1 
-0 1 
-0 1 
- 0 1 
-0 I 
- 0 1 
-0 1 
-0 1 
-0 1 
-0 I 
- : 1 
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TABLE V (Contd.) 

238u to ̂ ^^U Fission Cross Section Ratio 

LOW ENERGY 
(MEV) 

3.0532O 00 
2.98520 00 

- 2 . - 9 t 9 6 a - 0 0 -
2 . 8 5 6 CO 0 0 
2 . 7 9 4 6 0 0 0 

- ^ • ^ 7 3 5 1 0 - 0 0 -
2 . 6 7 7 4 0 CO 
2 . 6 2 1 6 1 3 0 0 
2 . 5 6 7 50 OC 
2 . 5 1 5 I O 0 0 
2 . 4 6 4 3 0 0 0 
2 . 4 1 4 9 0 0 0 
2 . 3 6 7 1 0 0 0 
2 . 3 2 0 7 O CO 
2 . 2 7 5 O 0 0 0 
2 . 2 3 1 8 0 0 0 
2 . 1 8 9 3 0 0 0 
2 * 1 4 8 0 0 0 0 
2 . 1 0 7 8 0 0 0 
2 . 0 6 8 8 0 CO 
2 . 0 3 0 8 0 0 0 

CENTER ENERGY 
(MEV) 

3 . 0 8 8 3 0 0 0 
3 . 0 1 9 2 O 0 0 

-2r, 9 5 2 413 - 0 0 — 
2 . 8 8 7 8 0 0 0 
2 . 8 2 5 3 0 0 0 

_5*.7«>4 9 a — 0 0 -
2 . 7 0 6 3 D 0 0 
2 . 6 4 9 5 0 0 0 
2 . 5 9 4 6 0 0 0 
2 . 6 4 1 3 0 0 0 
2 . 4 8 9 7 D 0 0 
2 . 4 3 9 6 0 0 0 
2 . 3 9 1 0 0 0 0 
2 * 3 4 3 9 0 0 0 
2 . 2 9 8 2 0 0 0 
2 . 2 5 3 70 CO 
2 . 2 1 0 6 0 0 0 
2 * 1 6 8 7 0 0 0 
2 . 1 2 7 9 0 CO 
2 . 0 8 8 3 0 0 0 
2 . 0 4 9 6 O 0 0 

RATIO 

4 . 3 ( D 2 9 3 - 0 1 
4 . 2 7 7 1 3 - 0 1 

- 4 . 2 2 7 8 3 - 0 1 -
4 . 2 9 7 5 0 - C I 
4 . 2 9 6 1 0 - 0 1 

" 4 « 3 0 6 7 D - « l -
4 . 3 3 1 4 3 - 0 1 
4 . 3 2 4 2 3 - 0 1 
4 . 3 3 5 8 0 - 0 1 
4 . 3 1 2 3 3 - 0 1 
4 . 3 3 2 8 3 - 0 1 
4 . 3 1 9 7 3 - 0 1 
4 . 2 9 8 9 3 - 0 1 
4 . 2 9 7 1 3 - 0 1 
4 . 3 0 9 5 3 - 0 1 
4 . 3 4 8 2 3 - 0 1 
4 . 3 3 0 9 3 - 0 1 
4 * 3 2 4 3 3 - 0 1 
4 . 3 0 8 8 3 - 0 1 
4 . 2 7 0 2 3 - 0 1 
4 . 1 6 7 1 3 - 0 1 

ERROR 
% 

6 . 7 3 9 5 0 
6 . 3 9 4 5 0 

— f t r 7 6 6 3 D 
6 . 6 4 5 1 0 
6 . 4 8 2 3 0 

— 6 . 5 0 6 4 O 
5 . 9 6 4 6 0 
6 . 1 3 9 4 0 
6 . 0 4 9 9 D 

- 5 . 9 4 9 8 0 
5 . 6 0 1 10 
5 . 7 2 5 4 0 
5 . 7 2 4 6 0 
5 . 6 2 6 2 0 
5 . 3 3 C 6 0 
5 . 5 1 7 7 0 
5 . 3 9 8 9 0 
5 . 3 8 2 7 0 
5 . 3 24 90 
5 . C 4 9 8 0 
5 . 3 5 3 8 0 

- 0 1 
- 0 1 

^or 
- 0 1 
- 0 1 
- 0 1 
-0 I 
- 0 1 
- 0 1 
- 0 1 
- 0 1 
- 0 1 
- 0 I 
- 0 1 
- 0 1 
- 0 1 
- 0 1 
- 0 1 
- 0 1 
- 0 I 
- 0 1 
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VJSCUSSIOHS 

M. Moore Did you say which energy scale you agree with? 

R. Peelle I did not. Unfortunately the data here goes only down to 2 MeV. 
I do not know at present why values at lower energy were not included— 
they exist. 

W. Poenitz This may have been a misunderstanding insofar as subthreshold 
fission was excluded from the meeting. Still, 2 MeV is too high for a 
cut-off. 
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PISSIOIT CROSS SECTION RATIO MEASUREMENT OP "̂  U TO U 
FOR ITEUTRONS WITH ENERGIES BETWEEN 4.7 AND 8.9 MEV 

C. Nordborg 

Tandem Accelerator Laboratory 
S-751 21 Uppsala, Sweden 

H. Gond^ and L.G. Stromberg 

National Defense Research Institute 
S-104 50 Stockholm, Sweden 

ABSTRACT 

The ratio between the fission cross section for U 
and 235u has been measioxed with a back-to-back fission 
chamber for incident neutrons between 4.7 and 8.9 MeV. The 
obtained data is in fair agreement with those of other re­
cent experiments although the overall spread of data 
points from these experiments is very large. 

EXPERIMENTAL DETAILS 

The experiment was performed at the Uppsala High Voltage EN-type 
tandem accelerator which is equipped with a pulsed duoplasmatron ion 
source. The klystron bunching was operated to give pulses with a width 
of around 3 ns. As a neutron source was used the 5H(p,n)5He reaction, 
and the tritiimi gas was contained in a cell, 26 mm long, diam. 10 mm, 
at a pressure of about 1,5 atm. The gas cell is manufactiored of brass 
lined with gold with an entrance foil and a beam stop consisting of 
highly enriched ^^'El to reduce the background. The fission chamber used 
was of the back-to-back type with three pairs of fission foils arranged 
according to Pig. 1, to make possible the use of more fissile material 
to reduce the time needed to acquire sufficient statistics. The chamber 
housing was made of aluminum (lO cm in length, diam. 5 cm) and filled 
with methane gas to a pressure of 1 atm. To avoid the influence of o-
background and thermal neutrons the detector was operated in a time-of-
flight mode with a time resolution of the order of 5-7 ns (Pig. 2). 

The detector was situated at -̂ 20° relative to the incoming beam at 
a distance of 20-30 cm from the target. A plastic scintillator detector 
was used at -20° to monitor the neutron spectrum incident on the fis­
sion chamber by time-of-flight. The monitor was well collimated to ac­
cept only neutrons emerging from the neutron target. With the 5H(p,n) 
source one gets a very clean monoenergetic spectrum of neutrons (Pig, ;̂ , 
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although the gamma background is fairly intensive partly because of the 
Ni beam stop. The energy spread for the neutrons incident on the fis­
sion chamber is of the order of 50 keV when account is taken for con­
tributions from the gas cell as well as the angle acceptance of the 
fission detector. 

The fissile material was deposited on 0.1 mm. Al-foils, for 238g j_^ 
the form of natural uranium oxide [l] and for 235TJ in the form of 
235UP4 ^^1 • •^°-'^ both isotopes the deposited area and thickness was 30 
mm and 1 mg/cm^, respectively. The total amount of material and the 
isotopic purity was very well documented in the case of the ^̂ Sxj foils 
whereas some inconsistencies were obtained in the case of 238g when 
comparing the information by the supplier with a measurement of the a -
activity from the foils. Therefore, a relative determination of the 
255-g content of the 238u_ and the 235u-foils was made by using the 
thermal column at the R20 reactor at Studsvik, Meas-urements were per­
formed both with and without a fission detector shielding of 2.5 mm Cd, 
thus obtaining the influence of the potential fast neutron component in 
the reactor beam, which could give rise to fissions in ^̂ S-g, By using 
the known isotopic composition of the ^Jog foils, the relative amount 
of 238g -to 235u in the two sets of foils could be determined with an 
accuracy of better than 1,5 %, 

DATA HANDLINa AJTO CORRECTIONS 

Although the experiment in itself is very straightforward great 
care has to be maintained in applying the necessary corrections to the 
obtained data. 

Low Energy Neutrons 

Even though the spectrum of neutrons emitted from the target is 
very clean a small contribution of low energy neutrons, 1.5-4 MeV, is 
visible. The exact origin of these is not clearly identified, most 
probably reactions and scattering in the target assembly. By dividing 
the monitor neutron spectrum into several energy intervals, thus ob­
taining the relative contribution for each interval and using earlier 
published cross section ratios an overall correction factor was ob­
tained, slightly varying with incident neutron energy, of between 1 and 
1.5 %. 

Bias Setting 

a • Using a bias in the linear spectrum (Pig. 4) to cut off the 
background causes a small loss of fission events which has to be esti­
mated. By extrapolation to zero pulse height this part was calculated 
to be of the order of 1 % for the 235u spectrum and 2-3 ^ for the 238̂ -
spectr-um. The same type of correction has also to be applied in the 
mass determination performed at thermal energies and in the final form­
ula of corrections these two terms tend to cancel each other giving a 
resulting correction which is estimated to be of negligible importance 
(< 0.1 ^ ) , 
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Fragment Angular Distributions and Detector Efficiency 

Since the fissile layers used in this experiment are fairly thick 
(~ 1 mg/cm^) as compared to what iu used in other experiments, absorp­
tion of fission fragments in the layer and a consequent loss of effici­
ency of the fission detector might be expected. Furthermore the ar­
rangement of the fission foils is not symmetrical. In a separate ex­
periment [3] angular distributions for the fission fragments were de­
termined for both 235u and 238u at four neutron energies within the 
present region, viz, 5.65, 6.75, 7.75 and 8.75 MeV, These are presented 
in Pigs, 5 and 6. Using the approach by Carlson [4] an estimate of the 
inefficiency of the detector for 235u and 238g fission fragments was 
determined. As could be expected the correction term is largest where 
the difference in anisotropy for the angular distributions of fragments 
from the two nuclei is largest, that is at 6,75 MeV being 0,987, To give 
typical values of the influence of this correction it could be obseirved 
that at 5,65 MeV it amounts to 0.992 and at 8,75 MeV it is 0.991, 

Material Deposited vs Solid Angle 

The dimensions of the fission detector are fairly extended in 
length thus resulting in different solid angles for the three pairs of 
foils and different incident neutron flux, Furthermore the amoTont of 
material deposited on the three foils are not equal and a calculation 
of their relative contribution has to be performed. This correction is 
however rather small amounting to about 0,7 ^, 

Isotopic Composition 

The isotopic purity given for the UF4 foils was 97 % ^^^V and 
that stated for the 238u foils was 0..7^ ̂ ^Su, Corrections for fission 
events resulting from "impiirities" in the foils turned out to be small, 
between 0,1 and 0.6 ^. 

In-Scattering from Chamber Housing 

The fission chamber housing consists of Al and due to its rela­
tively large size it might give a contribution to the neutron flux in­
cident on the fission foils by scattering, elastic and inelastic. An 
estimation of this correction has been made giving a result of about 
0.5 %. A more exact calculation using the programme MORSE is in pro­
gress. 

Total Correction and Estimated Errors 

Taking all the separate corrections into account the total cor­
rection to be applied to the obtained data was 3 %. The error in the 
data originates mainly from statistics and the uncertainty in the 
amount of deposited masses of fissile material. The statistical error 
for the data points are 2-3 % and the contribution to the absolute 
error from mass determination and low energy neutron flux calculation 
is 1.3 and 1 % respectively. 
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RESULTS 

The corrected data are shown in Pig. 7 (in numerical form in 
Table l) together with the results of other recent measurements [5, 6, 
7, 8], As can be seen the spread in the data points is far more than 
the individual errors assigned, getting worse with higher neutron 
energy. Of these measurements two were made using van de Graaff accele­
rators, the present experiment and that of Meadows [5], while two have 
used linacs [6, 7] and one a synchrocyclotron [8] for the neutron pro­
duction indicating a difference in energy spread of the incoming neu­
trons. Below 6.5 MeV there is no systematic trend in the data while at 
higher energies the ones obtained with van de Graaffs tend to be higher. 
Since the data in the region between 5 and 6.5 MeV is very sensitive to 
the energy determination an investigation of the calibration of the 
analysing magnet was performed in the present experiment resulting in 
a correction of the energies with between 50 keV at 5 MeV neutron 
energy and 100 keV at 9 MeV. 

In all the measurements there seems to be a slight indication of 
structure between 5.9 and 6 MeV. Prom the present data no definite con­
clusion can be drawn, however. The energy region between 5 and 7 MeV 
will be subject to a more detailed study with improved energy and time 
resolution and new set of 238^ foils. 
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TABLE I 

^^ u/ U Fission Cross Section Ratios 

Neutron Energy 
(MeV) 

4 .67 
4 .96 
5.26 
5.55 
^ . 7 3 
5.85 
6.02 
6.14 
6.31 
6.43 
6.60 
6.73 
6,89 
7.02 
7 .18 
7.31 
7.60 
7.76 
7.89 
8.04 
8 .33 
8.37 
8.85 

R a t i o 

0 .503 
0,510 
0 .499 
0 .528 
0 .548 
0.575 
0.561 
0.590 
0 .597 
J . 600 
0.621 
0,632 
0.611 
0.606 
0 .597 
0 .598 
0.581 
0.571 
0 .575 
0.570 
0 .577 
0 .579 
0 .587 

S t a t i s t i c a l 
E r r o r 

± 0 ,014 
0 .014 
0 ,013 
0 ,014 
0 .010 
0 ,015 
0 .015 
0 .017 
0 .015 
0 .017 
0 .017 
0 .016 
0 ,016 
0 .015 
0 .014 
0 .015 
0 .015 
0 .015 
0.016 
0 .014 
0 .014 
0 .015 
0 .014 
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VJSCUSSIOHS 

C. Bovman It appears the errors were much larger than you should have had 
in the experiment. Do they include systematic errors? 

H. Conde No these were only statistical errors. 

S. Clerjacks Did you mention the energy resolution? 

H. Conde Yes, it is about 50 keV. 

A. Smith If you would neglect your angular anisotropy correction, what 
would the data look like? 

H. Conde There is a figure for this correction in the paper. 1.3% is the 
largest. It is energy dependent. 

A. Smith What would it do at 8 MeV? Would it bring it up or down? 

W. Poenitz I will show the energy dependence of this correction later. 

H. Conde The correction is largest at the peak (6.4 MeV) and then decreases. 

H. Knitter What is the size of the geometrical correction (for different 
fluxes)? 

H. Conde About 0.5%. 

S. Clerjacks What is the distance of each foil from the source? You have 
6 foils and you are close to the source—so there should be a larger effect. 

H. Conde The distance from the source is 30 cm. Between sample packages 
it is 1 cm. In each package is a pair. 

L. Stewart Are your ratios relative or are they absolute? 

H. Conde They are absolute. 
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238 235 
PART. I MEASUREMENTS OF U/ U FISSION CROSS SECTION 

RATIOS IN THE ENERGY RANGE 2 - 7 MeV 

M. CANCE, G. GRENIER 

Service de Physique Nuoleaire 
Centre d'Etudes de Bruyeres-le-Chatel 

B.P. n° 61, 92120 Montrouge, France 

ABSTRACT 

238 235 
Measurements of U/ U fission cross section ratios have been made 

with a double 477 ionization chamber in the energy range 2 - 7 MeV. A pulsed 
4 MeV Van de Graaff accelerator was used with T(p,n)3He and D(d,n)3He re­
actions as neutron sources. 

o o Q 9 Q S 

The final values of U/ U fission cross section ratios are given 
with 3 % uncertainty. 

INTRODUCTION 

The large discrepancies between some of the recent experimental data in 
the energy range 2 - 2 0 MeV underscore the need for further measurements. 

In particular the results of Meadows [l] obtained with a pulsed mono­
energetic neutron source differ very much from other data obtained with a 
continuous neutron spectrum as source. Thus, it was of interest to do new 
measurements with the first technique. 

EXPERIMENTAL TECHNIQUE 

1 °) Fission Detector 

235 
A double 477 ionization chamber containing a deposit of U and one of 

238u on vyns foils was used. 

This fission detector will be described in part II in session II. 

2°) Neutron source 
3 

Neutrons in the energy range 2 - 7 MeV were produced by the T(p,n) He 
and D(d,n)3He reactions using a 4 MeV Van de Graaff accelerator. 

Target thicknesses of about 500 yg/cm^ tritium - titanium on gold backing 
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3 
were used with the T(p,n) He reaction. 

A deuterium gas target 1 cm long and filled to 2 atm., with a 2 p foil 
of Havar as window, was used in the case of the D(d,n)3He reaction. 

The proton or deuteron beam was pulsed to 10ns width.The repetition 
rate was I MHz. 

3°) Samples 

UF^ samples fabricated by the B.C.M.N, and described in part II of this 
paper were used. 

4°) Experimental Method and Data Acquisition 

The time of flight method was used to determine the background due to 
the alpha activity of the deposit and to fissions induced by low energy 
neutrons. An accurate background correction was obtained using a biparametric 
acquisition of pulse height and time pulses. 

3 
Background independent of T(p,n) He neutron source was determined with a 

titanium target without tritium and found to be negligible, 

Deuterons reactions with the materials constituing the gas target and 
aperture, carbon buildup on the aperture and window, and deuteron implanta­
tion in the end of the cell produced lower energy neutrons. Corrections were 
made by measuring spectra with an empty gas target after each measurement 
with the target filled. 

5°) Number of Atoms 

_, 238, ,235,, ̂ . . 
^ne u/ U tission cross section ratios were based on total number of 

atoms measured by B.C.M.N, and our Laboratory with 47T or low geometry a count­
ing. 

The half lives of isotopes recommended by VANINBROUKX [2] were used. 

CORRECTIONS AND UNCERTAINTIES 

- The range of the correction for the time dependent background was 
0 - 9 % with an 10 % estimated uncertainty. 

The fission detector was close to the neutron source (about 10 cm) and 
a correction was made for the angular distribution of the neutron source. 
Although this correction is small for the T(p,n)3He reaction it increased to 
about 8 % with the D(d,n)3He reaction at 4 MeV. A 10 % uncertainty was as­
sumed for this correction. 

The correction for fission events due to neutrons scattered elastic-
ally and inelastically in the detector structure was evaluated by taking into 
account the cross sections of the materials used, the angular distribution of 
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the source reaction and of the scattering cross section, and the effective 
thickness of the scattering material. A Monte Carlo technique was used in 
these calculations. 

The range of this correction, taking into account the neutrons absorp­
tion in the front face of detector, was 0.0 to 0.4 %. The error in the ra­
tios caused by this correction was negligible. 

- The error in the ratio of the total number of atoms was obtained from 
an uncertainty of 1.2 and 2.1 % respectively for 235u and 238u deposits. 

- The uncertainty on the correction for fission events due to other 
isotopes of uranium was assumed to be 10 %. 

- The errors in the ratios caused by the time independent background and 
the efficiency detector correction were negligible. 

The main uncertainties are listed in Table I with the total uncertain­
ties which are the root - mean - square of all the errors listed. 

RESULTS AND DISCUSSION 

238 235 
The final values of U/ U fission cross section ratios are given in 

Table II with 3 % uncertainty. 

Our results are compared to data from recent experiments [3, 4, 5] and to 
the values of ENDF/B IV in Figs. 1 and 2. 

Our values are about 4.5 % lower than that of BEHRENS et al. [3] and the 
ENDF/B IV values. They are in good agreement with the COATES et al. 
CIERJACKS et al. [5] measurements, 

4] and 
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TABLE I 

UNCERTAINTIES (%) 

EFFECT 

Statistical 

Angular Distribution 
of Neutron Source 

Geometry 

Time Independent 
background 

Total Number of 
Atoms 

Fissions in other 
Isotopes 

Total Uncertainty 
of Results 

E ± AE (MeV) 
n 

7.01 
+ 

0.08 

0.78 

0.8 

0.7 

0.6 

2.4 

0.25 

2.8 

6.50 
+ 

0.07 

0,78 

0.7 

0.7 

0.9 

2.4 

0.25 

2.9 

5.99 
+ 

0,07 

0.92 

0.7 

0.7 

0.65 

2.4 

0.25 

2.8 

5.46 
+ 

0.07 

0.92 

0.5 

0.7 

0.1 

2.4 

0.25 

2.7 

4.90 
+ 

0.08 

0.78 

0.4 

0.7 

_ 

2.4 

0.25 

2.6 

4.30 
+ 

0.09 

1 

0.3 

0.7 

n e 

2.4 

0.25 

2.7 

3.60 
+ 

0.14 

1.08 

0,2 

0,7 

g 1 i 

2,4 

0.25 

2.7 

3.15 
+ 

0.05 

0.86 

negli 

0,7 

g i 

2.4 

0.25 

2.6 

2,65 
+ 

0,01 

0.72 

gible 

0.7 

b 1 e 

2.4 

0.25 

2.6 
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TABLE II 

O O Q 9 '̂  ̂  

U/ U Fission Cross Section Ratios 
in the Energy Range 2 - 7 MeV 

E ± AE 
n 
(MeV) 

238^/235^ 

7.01 
+ 

0.08 

0.589 

+ 

0.018 

6.50 
+ 

0.07 

0.592 

+ 

0.018 

5.99 
+ 

0.07 

0.548 

+ 

0.016 

5.46 
+ 

0.07 

0.510 

+ 

0.015 

4.90 
+ 

0,08 

0.487 

+ 

0.014 

4.30 
+ 

0.09 

0.482 

+ 

0.014 

3.60 
+ 

0,14 

0.443 

+ 

0.013 

3.15 
+ 

0.05 

0.416 

+ 

0.012 

2.65 
+ 

0.05 

0.410 

+ 

0,012 
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ENDF/B IV 
* Behrens et al.(Livermore) 
• Coates et al.(Harwell) 
D Clerjacks et al.{ Karlsruhe) 
o Present results 

0./.2 

Figure 1. Comparison of recent measurements of ^^^U/^^^U fission cross 
section ratio from 2 to 4 MeV. 
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0.65 

0.60 -

0.55 _ 

Figure 2. Comparison of recent measurements of ^^®U/^^'u fission cross 
section ratio from 3 to 7 MeV. 
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VJSCUSSJOHS 

A, Smith Did you carefully consider the TOF spectrum—did you have a tail 
on the TOF peak; or has the peak a Gaussian shape? 

G. Grenler We observed only a peak. 
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THE '^'^\p\ PISSION CROSS SECTIOU RATIO OVER THE 
ENERGY RANGE 1.2 MeV to 2 MeV 

P.A.R. Evans, G.B. Hviztable and G.D. James 

UKAEA, Atomic Energy Research Establishment, Harwell, England 

ABSTRACT 

238 /235 
The U/ U fission cross section ratio over the energy range 

1.2 MeV to 2 MeV has been determined mainly to establish an accurate 
energy for the 238g fission cross section threshold. 

INTRODUCTION 

238 /235 
A measurement of the U/ U fission cross section ratio over the 

energy range 1 .2 MeV to 2 MeV has been made mainly to help resolve an energy 
discrepancy between the measurement of Coates et al. ̂ 1] and the measurements 
of Behrens et al. ̂ 2J and Clerjacks et al. ̂ 3] • Recently, Coates et al. \_K\ 
have reassessed their method of establishing their energy scale. Their 
revised results are in better agreement with the curve established by Behrens 
et al. [3] . 

The present measurement was carried out on the neutron time-of-flight 
system of th= Harwell synchrocyclotron. Although the experiment was, in a 
sense, a repeat of that carried out by Coates et al., none of the experimental 
details is the same except that the same foils and gas scintillation chamber 
were used. In particular, all factors concerning the determination of neutron 
energy were different in that a different flight path length and a different 
time digitizer ^5^ were used. Also, in the time between the two experiments, 
the energy scale of the time-of-flight system was carefully assessed \^~\ • 
This brief report gives experimental details in sect. 2 and a short account 
of the way in which the data were treated in sect. 3' The results obtained 
are presented in sect. 4 and compared with recent measurements. 

EXPERIMENTAL METHOD 

In the Harwell sjnichrocyclotron neutron time-of-flight system, pulses of 
140 MeV protons, with 4nA mean current, 800 Hz repetition rate and 1C/ns pulse 
width (FWHH), strike a tungsten target. Neutrons emerging at 180 to the 
direction of the proton beam travel along a collimated flight to reach the 
gas scintillation fission fragment detector placed at 25m from the neutron 
source. For this experiment there was no water moderator in the neutron 
beam and the neutron flight path was evacuated over a distance of 14m. To 
reach the detector the neutrons traverse three mylar windows each 0.013cm 
thick. 
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The fission detector was a gas scintillation fission fragment detector 
through which pure argon flowed continuously. Both fissile materials were 
deposited to a thickness of 0.5 mg cm"^ on thin Al backings over a circular 
area of 7.6 cm diam. The foils were placed back to back at the centre of the 
chamber and perpendicular to the neutron beam. The chamber was divided 
optically in the plane of the foils and each half was viewed through quartz 
windows by two EMI 9816QKB photomultipliers. Pulses from the two tubes 
viewing the same half of the chamber were added, amplified by an LRS612 
amplifier and passed through an LRS623 discriminator to form pulses which were 
coded by a multi-channel pulse encoder and used to stop the time digitizer L 5 J . 
The time digitizer measures the time between a start pulse derived from the 
synchrocyclotron R.F. modulation and the stop pulse in units of 2.5 ns, the 
basic channel width. The timing information is then transmitted through 
CAMAC units for storage on disk by a Honeywell DDP-516 computer. Fission 
yield spectra for r38u and 235u are recorded simultaneously and both spectra 
show a 'Y-flash' peak, caused by the photofission reaction, which, combined 
with an accurately measured flight path length (25.547 + 0.005m), enables the 
neutron -^°rgy at each timing channel to be calculated." A short experimental 
run with oome carbon in the beam was carried out to check the energy determina­
tion. The data presented represent an average of two runs in one of which the 
235u foil faced the neutron source and in the other the ^^°U foil faced the 
neutron source. The detector bias was set at about 40 MeV as judged by the 
single a pulse height. This level was too low to exclude the observation of 
(n,a) reactions from the thin Al windows of the chamber and from the Al foil 
backing. Consequently the results quoted are confined to below 2 MeV. 

TREATMENT OF DATA 

In the time available to carry out this experiment it was not possible to 
measure the backgroimds involved. However, an energy dependent background 
designed to make the 238u yield equal to zero at 0,2 MeV and 0.4 MeV was 
subtracted from the data. 

- No correction was 
iiiade for the ^̂ ^̂ U content of the 238o foil (0.036^) or for the 2 3 % content of 
the 235u foil (6.06?S). 

RESULTS 

The results obtained are shown in fig. 1 by the open triangles. The 
solid line shown for comparison is derived from the data of Behrens et al. [23 . 
The circles in this figure show the renormalised data of Coates et al. K i 
which have been normalised to .523 at 14 MeV. It will be 
seen that the energy scale of these three measurements is now in good agree­
ment. The measurement taken with carbon in the beam was of poor statistical 
quality but was analysed by least squares fits to ogive curves representing the 
Y-flash peak and the resonance at 2 MeV. This analysis gives the carbon 
resonance energy as 2074 + 3 keV. 
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VJSCUSSJOHS 

J. Behrens Dr. Coates mentioned that his efficiency was 70% or less. At 

Livermore we recently ran the U-238 with a purposely low efficiency. We 

obtained results which look very close to those of Coates. My concern is 

that the efficiency may possibly be the culprit. 

G. James There could still be some effect. The original difference was 

25 keV, there is still some difference left ('V' 6 keV). Perhaps the 

efficiency could account for that. 

J. Behrens It goes in that direction. Though we have completely differ­

ent chambers, we observed that If we go from low-efficiency to high-effi­

ciency data we go from data similar to Harwell to that similar to the 

Livermore data. 

G. James There is a point I should make: the foils we used in our experi­

ment were the same as M. Coates used. However, we had a bias at 40 MeV 

whereas M. Coates' bias was much higher. 

J. Behrens Yes, he mentioned the problems with the AJl(n,a) reaction. 

G. James Yes, that is right. I have this problem too, but I got around 

it by not showing you the data. 

L. Stewart Does this mean that one should not use M. Coates' data until we 

get the revised data set. 

G. James That is correct. He has now written this up in a report. The 

data are here on cards. 

W. Poenitz Plots of the corrected data will be available at the Working 

Session. 
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COMMENTS ON THE EVALUATION OF FISSION CROSS SECTION RATIOS 

FOR U-238 AND PU-239 TO U-235 

W. P. Poenitz and P. Guenther 

Argonne National Laboratory 
Argonne, Illinois 60439, U.S.A. 

ABSTRACT 

First approximation evaluated fission cross section 
ratios for U-238/U-235 and Pu-239/U-235 were obtained. The 
absolute normalization of the U-238/U-235 ratio appears to be 
established with a 1% uncertainty at the 99% confidence level. 
Available data for the Pu-239/U-235 ratio are insufficient to 
obtain a similar low uncertainty level. 

INTRODUCTION 

An evaluation of a consistent data set of cross sections of major 
importance for fast reactors (U-238(n,Y), U-235(n,f), U-238(n,f), and 
Pu-239(n,f) and several standard cross sections (H(n,n), Li-6(n,a), 
B-10(n,a), B-10(n,aY), and Au-197(n,Y)) is presently under way at Argonne 
National Laboratory. Consistent data set evaluations are commonly applied 
in the nuclear data field for the evaluation of thermal neutron cross 
sections and parameters for fissile nuclei (see for example Westcott et al, 
[1], Lemmel [2]). Attempts to apply these techniques in the fast energy 
range were made in 1970 by Sowerby et al. [3] and Poenitz [4]. 

The major phases of the consistent data set evaluation are: 

1. Analysis of the existing data (classification, correction and 
error analysis). 

2. Evaluation of the shape of each quantity (for both absolute cross 
sections and cross section ratios). 

3. Evaluation of the normalization factor for each quantity. 

4. Removal of the overdetermination by a consistency fit, 

5. Reanalysis of the data and determination of unknown errors by 
comparison with the first run "best value", 

6. Repetition of steps 2 - 4 . 
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7. "Fine-tuning" of the result 

Two of the many requirements of such evaluation are that: 

1. Only the originally measured quantities are used. 

2. Only independent data are used. 

However, if one evaluates singular quantities (for example the ratios of the 
cross sections of U-238(n,f) and Pu-239(n,f) to U-235(n,f)), and does not 
apply the consistency fit with evaluated absolute cross sections (above step 
4), additional ratio values may be derived from absolute values which 
originated in the same experimental procedure by the same experimenter. 
Such evaluation (restricted to above listed steps 1,2,3 and 5) was carried 
out for U-238(n,f)/U-235(n,f) and Pu-239(n,f)/U-235(n,f). All available 
data were included, imposing restrictions on the analysis of the experimental 
data (e.g., for some preliminary data sets descriptions of the experiment 
were not yet available). Thus, the results are of a preliminary nature and 
only a first approximation data set. 

ANALYSIS OF THE EXPERIMENTAL DATA 

Because of the above stated reasons few changes were made and the 
evaluation result is at present close to a weighted average of the reported 
data. However, an analysis of the energy scales is part of this step of the 
evaluation and was considered inevitable in the case of the U-238(n,f)/ 
U-235(n,f) ratio (the da/a/dE value around 800 keV is 1 percent per 1 keV). 

Several structural features of the U-238(n,f)/U-235(n,f) ratio permit 
a rough determination of energy scales. Table 1 lists the energies picked 
for positions labeled A through H. Though any conclusion at any individual 
point could be argued with respect to compatibility with statistical errors, 
the purpose of the table was to establish the possible existence of trends. 
Of specific interest are the four time-of-flight white-source measurements 
labeled with a star in Table 1. 

Table 2 indicates time-zero shifts required to bring any one experiment 
into agreement with another. Only the data of Coates et al. [5] demon­
strated a clear trend. Furthermore, the magnitude of the shift in this case 
compared with that for other experiments suggests that Coates' energy scale 
is more likely in error. An examination of required flight path corrections 
proved excessively large (i.e., > 10 cm). 

Though energy scale differences appear to be obvious at the 6.4 MeV 
peak, no consistent trend could be established between the remaining sets. 
Still, time zero was adjusted as indicated in Table 2 based on the available 
information for the parameters given in the same Table. 

The monoenergetic data were shi ted to meet the resulting energy scale 
from the TOF measurements (Meadows [6] by 10 keV, Fursov et al. [7] by half 
the target thickness used in bis experiment, and Lamphere [8] by 25 keV). 
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SHAPE EVALUATION 

A detailed description of the present evaluation procedures will be 
given elsewhere [9], thus, only a brief account of the techniques used 
follows here. 

Eye-guide curves were drawn through the experimental data and values 
on this curve were picked at a predetermined energy grid. A unique set of 
all possible ratios between any two such values forms a matlrx with the 
elements S , = ^ . / \ - The weighted averages of the S ^̂  from all contrib­
uting experiments were found. The weighted sums of the columns of this 
matrix define a system of n-1 equations for n unknowns. Because only the 
shape is of interest, the n-th equation is obtained by defining R = 1. The 
"roll-back' procedure yields R _i»^n-2~~^l' ^^'^ ^^"^ ^^^ shape which is 
normalized arbitrarily to R = 1. 

NORMALIZATION FACTOR 

The normalization factor for the evaluated shape obtained from one 
experiment i is given by 

" ^ ^ W 
, Z, R \ 

^i " n 

k=l " 

where R., is one of the k=l,...,n measured values which has the weight W . 
The normalization factor for the evaluated shape curve is then obtained as 
the weighted average of all contributing F^. The U-238(n,f)/U-235(n,f) 
ratio shows a strong energy dependence below 2 MeV. This requires a proper 
accounting of the energy uncertainty in calculating the weight W, by replac­
ing the relative fractional error AR/R with 

N 
However, for most experiments AE is not reported or is underestimated as 
the above considerations of energy-scales indicate. Therefore, the E<2 MeV 
range was excluded in determining the normalization factor for U-238(n,f)/ 
U-235(n,f). The first column of Table 3 gives the normalization factors 
for all available data on U-238(n,f )/U-235(n,f) . The factors in this table 
are based on a provisional normalization of the shape to 0.432 at 2,5 MeV. 
The second column gives the factors restricted to the 2-3 MeV range where 
the ratio forms a "plateau" and therefore is insensitive to energy-uncer­
tainties in the experiment. Some of the oldest experiments were not in­
cluded in this interval. The last column gives the normalization factors 
restricted to the 14-15 MeV range. A comparison of the weighted averages 
from the different energy ranges shows a maximum spread of less than 1 
percent. This is encouraging and suggests that the normalization for 
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U-238(n,f)/U-235(n,f) is established with an uncertainty of 1 percent at the 
99 percent confidence limit. 

RESULTS AND CONCLUSIONS 

The result for the evaluated ratio U-238(n,f)/U-235(n,f) is shown in 
Fig. 1. The structure around 17 MeV is not the result of the computerized 
shape evaluation but was superimposed as a result of considerations of the 
much better resolution obtained in monoenergetic beam measurements at these 
energies than obtained in time-of-flight measurements. Fig. 2 rhows the 
difference of the experimental time-of-flight data sets relative to the 
evaluation result. Three of the sets were shape data only (Coates et al. 
[5], Clerjacks et al. [32], and Difilippo et al. [33]) and were normalized 
at 2.5 MeV. Therefore, the figure shows shape differences up to 15 percent 
with a probability of less than 1 percent (2.5 standard deviations) to be 
correct. It was suggested that the shape difference of the data by 
Clerjacks et al. [32] could be caused by a sensitivity to fission fragment 
angular distributions [34], However, there is no unique correlation of the 
differences of the various data sets with [W(0°)/W(90°)] /[W(0°)/W(90'')] 
which is shown in the same figure. The difference of the data by Coates 
et al. [5] with the evaluated result is also not correlated with the AJl(n,a) 
cross section which influenced the threshold setting in this experiment. 
Fig. 3 shows the difference of monoenergetic data relative to the evaluation 
result. In this case the differences are due to shape and normalization 
differences because all values shown in Fig. 3 are absolute ratio data. 
Differences is Figures 2 and 3 below 2 MeV reflect energy scale problems 
and are of lesser concern. The evaluation agrees best with the data by 
Jarvis [22], White et al. [14], Poenitz and Armani [10], Meadows [6] below 
6 MeV, Fursov et al. [7] below 5 MeV, Behrens et al. [11], and Difilippo et 
al. [33]. The status of the ratio U-238(n,f)/U-235(n,f) could be considered 
satisfactory and well described by the evaluation result. Unfortunately, 
several data sets suggest similar trends in shape and normalization which 
contradict the evaluation result. These are shown in Fig. 1. Above 6.4 MeV 
the data by Meadows [6], Coates et al. [5], Clerjacks et al. [32], Nordborg 
et al. [15] show relatively higher values compared with the evaluation 
result which is very similar to the shapes obtained by Difilippo et al. [33] 
and by Behrens et al. [11]. The major contradiction of the shape by 
Clerjacks et al. [32] shown in Fig. 1 is for the ratio of jthe value at 14 
MeV to that at 2.5 MeV. High confidence in this ratio is suggested by the 
1% agreement between the normalization factors quoted in the second and 
third column of Table III. 

A rather unsatisfactory result is obtained as a first approximation 
for the evaluation of Pu-239(n,f)/U-235(n,f). The data by Carlson et al. 
[35] outweigh others in the evaluation of the shape but are contributing 
only modestly to the determination of the normalization factor. This 
causes an evaluation result which is above 1 MeV lower than the majority of 
the data. The situation is demonstrated with Figure 4 where the difference 
between some newer data sets and the evaluation result is shown. It appears 
that a major discrepancy exists between the shape of the data by Carlson et 
al. [35] and most other data sets (references 36 through 43.). More meas­
urements of the Pu-239(n,f)/u-235(n.f) ratio are desirable. 
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TABLE I 

Energy Scales - Location of Structure in U8/U5 (in MeV) 

Label 

E/MeV 

Nordborg 

* 
Coates 

* 
Cierj acks 

* 
Difilippo 

Meadows 

Lamphere 

Fursov 

Cance 

* 
Behrens 

Ponkratov 

Smith 

A 

.9 

.92 

.94 

.90 

*. 

B 

1.5 

1.51 

1.47 

1.48 

1.50 

1.53 

1.47 

C 

2.1 

2.19 

2,12 

2.10 

2.17 

2.08 

D 

3.0 

3.08 

2.97 

3.00 

2.88 

E 

6.5 

6.75 

6.80 

6.85 

6.65 

6,42 

6.85 

6.6 

6.38 

6.8 

F 

11.5 

11.4 

12.1 

11.2 

11.3 

G 

13.0 

14.0 

12.8 

13.1 

12.8 

H 

17.0 

19.3 

17.8 

17.2 

17.1 

17.2 

17.0 



TABLE II 

Time-Zero Shifts Required in TOF-Measurements (in nsec) 

Assumed 
Correct 
Scale 

Behrens 

Coates 

Cierj acks 

Difilippo 

Parameters 

Flight Path/m 

Channel width nsec/m 

Uncertainty nsec 

Pulse Width 

Adj ustment 

Behrens 

Assumed Incorrect Scale 

Coates Clerjacks 

-30 

-14 

-11 

34.26 

6 

2(5) 

-4 

+10 

+5 

+4 

11.8 

3.6 

+8 

+24 

-25 

+19 

'\.57 

<1 

+16 

Difilippo 

+12 

-12 

-13 

'̂ '40 

2 

2 

3 

+8 
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TABLE I I I 

U-238/U-235 Normalizat ion Fac tors 

Data 

Poenitz 

Meadows 

Behrens 

Cance 

Stein 

Lamphere 

White 

Fursov 

Nordborg 

Allen 

Kuks 

Uttley 

Netter 

Smirenkin 

Moat 

Jarvis 

Iyer 

Berenzin 

Hall 

Bretcher 

Z-Group 

Chadwick 

Smith 

Ponkratov 

Nyer 

Weighted 
Average 

Ref. 

10 

6 

11 

12 

13 

8 

14 

7 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

2-20 MeV 

1.010 

1.010 

1.005 

0.960 

0.970 

1.040 

1.002 

0.977 

0.977 

0.850 

0.972 

0.958 

0.976 

1.042 

0.982 

0.984 

0.999 

0.852 

0.945 

0.896 

0.859 

0.714 

1.013 

0.926 

0.967 

0.993 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

±C 

.019 

.014 

.012 

.030 

.025 

.100 

.020 

.025 

.027 

.100 

.052 

.041 

.100 

.100 

.045 

.015 

.101 

.065 

.100 

.100 

.100 

.100 

.071 

.100 

.050 

).005 

2 - 3 MeV 

1.010 ± .019 

0.998 ± .013 

1.006 ± .010 

0.951 ± .029 

0.973 ± .025 

1.040 ± .100 

1.006 ± .020 

1.005 ± .025 

0.850 ± .100 

0.972 ± .052 

0.953 ± .100 

1.042 ± .100 

0.984 ± .015 

0.960 ± .084 

0.997 ±0.004 

14 - 15 

0.994 ± 

0.967 ± 

1.004 ± 

0.958 ± 

0.982 ± 

0.999 ± 

0.852 r 

1.055 ± 

0.937 ± 

0,967 ± 

MeV 

,016 

.031 

.020 

.041 

.045 

.101 

.065 

.068 

.100 

,050 

0.989 ±0.009 
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Figure 1, The evaluation result for U-238(n,f)/U-235(n,f) compared 
with those data which appear to contradict the result in a 
consistent way. 
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The differences between the evaluation result for 
U-238/U-235 and the time-of-flight data. The lowest sub-
figure shows the angular distribution ratio which should 
show correlations with the data. 



166 

o o 
rsi 

1 \—I M i l l ! 
U8/US SET 

o o 

1 
2 
5 
6 
8 

10 
11 

POENITZ 
MEADOWS 
CANCE 
STEIN 
WHITE 
FURSOV 
NORDBORG 
KUKS 

o o o 

o o 

o o rsi 

10. 30. 

En(MeV) 

Figure 3. The differences between the evaluation result for 
U-238/U-235 and the monoenergetic measuroiuents. In con­
trast to Fig. 2 these data sets were not normalised at 
one energy (see text). 
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Figure 4. The differences between the evaluation result for 
Pu-239/U-235 and some newer data sets. 
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J. Behrens You mentioned the structure around 300 keV. In a survey I did 

some time ago I found some structure at the same energy in data by Soleilhac. 

W. Poenitz The data by Soleilhac shows structure everywhere. In addition 

his ratio drops off below 300 keV and vanishes into nowhere. I would not 

consider his structure at 300 keV as a strong confirmation so close to 

where something unrealistically happens. 

H. Derrlen The measurements by Soleilhac were part of an a-measurement and 

he feels that this ratio is not the primary result of his measurements. 

A. Smith You showed as a result of your evaluation of U-238/U-235 the 

differences of several sets compared with this result. Two sets should 

show an increased difference to the high side if one goes to higher ener­

gies, the other two were pretty flat. Were the high sets those obtained 

with gas scintillation counters and the flat ones those from ion chambers. 

W. Poenitz Yes. Coates and Clerjacks use gas scintillation counters and 

Difilippo and Behrens use ion chambers. I should provide an additional 

piece of information. I observed in my gas scintillation counter measure­

ments of Pu-239/U-235 that one may get high ratios at higher energies as a 

result of setting the threshold in the U-235 chamber somewhat lower, and 

may thus be picking up some noise. 

S. Clerjacks That would not be an explanation in our case. We used 

identical counters for both. 

W. Poenitz I did not try to explain your data. 

G. Grenler The normalization of our data at 14 MeV have a different and 

independent normalization than the 2-7 MeV ratios. 

W. Poenitz That would be indeed helpful. The shape of your 2-7 MeV values 

agrees well with the evaluated shape but not if one includes the 14 MeV 

point. One could then explain the differences with a different normaliza­

tion of the 2-7 MeV data because the 14 MeV point is right on the curve. 
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S. Clerjacks This question concerns the normalization at 2.5 MeV in con­

trast to 14 MeV as a normalization point. One had the impression that the 

14 MeV normalization would be a good thing and the values agreed quite well 

with 0.53. I observed there is quite some structure at 14 MeV. Do you 

think this could influence the normalization at 14 MeV. 

W. Poenitz The U8/U5 ratio drops above 12 MeV, reaches a minimum around 

13 MeV and then rises continuously until 16 MeV. The 14 MeV data points 

are in this rising range. This could contribute to the spread, but, most 

of the absolute 14 MeV measurements were carried out with a monoenergetic 

T(d,n) source which has no energy definition problems in this range. 

S. Clerjacks They might have problems in the energy determination. 

W. Poenitz No, I said no. You cannot go wrong with the T(d,n) energy. 

Not in this case. In other energy ranges maybe. But not here. 

S. Cierj acks There might be a resolution problem. 

W. Poenitz You would need a much more detailed fine-̂ structure to get into 

problems. Such structure is unknown. The other problem you mentioned con­

cerns the 0.53 ratio value. This was a value derived from evaluated 14 MeV 

data for U-235 and U-238. However, what one really should do, is to re­

strict the data used for the ratio normalization to direct ratio measure­

ments or measurements with identical flux determinations. The evaluation 

of the normalization which I presented here contains only such consistent 

experimental data. 
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235 * 
THE FISSION CROSS SECTION OF U FROM 1 TO 6 MeV 

D. M. Barton, B. C. Diven, G. E. Hansen, G. A. Jarvis, 
P. G. Koontz and R. K. Smith 

Los Alamos Scientific Laboratory, University of California 
Los Alamos, New Mexico 87545 

235 The ratio of the neutron-induced fission cross section of U to the 
neutron-proton scattering cross section was measured in the neutron energy 
region from 1 to 6 MeV. The neutron source was the T(p,n) reaction produced 
by a pulsed Van de Graaff proton beam on a thin tritium gas target. The use 
of monoenergetic neutrons allowed time-of-flight methods to be used to study 
carefully backgrounds and source characteristics. While this procedure 
results in much slower data acquisition than the use of a white neutron 
source, the added information improves our confidence in the data and elimi­
nates errors in correction for room-return neutrons. 

The detector systems and calibration procedure were designed to avoid 
independent measurements of an absolute neutron flux and absolute fission 
rate and to measure as directly as possible the ratio of the n-p scattering 
to fission cross sections. The fission deposit and proton radiator were 
back to back with solid state detectors used to count fission fragments and 
protons. The fission detector was located 0.6 mm from the 235u and counted 
fragments from 90% of the fissions, so that the anisotropy correction was 
small. Only protons recoiling near 0° to the neutron beam were accepted, the 
collimating aperture subtending one fourth of one percent of 4TT steradians 
from the proton radiator. Because the neutron beam was monoenergetic and 
only zero degree protons were accepted, the proton detector saw nearly 
monoenergetic protons that were detected with 100% efficiency. The six main 
observables that enter, into the determination of the ratio of the hydrogen 
to fission cross sections are the proton and fission counting rates, the 
masses of hydrogen and 235u in the samples, and fractions of protons and 
fission fragments that are detected. The accuracy of the counting rates is 
determined largely by statistics and the masses of hydrogen and 235u are 
measurable to an accuracy better than 1%, The fraction of protons detected 
is determined by the counting geometry which can be measured accurately, but 
the fraction of fissions detected in nearly 271 geometry cannot be calculated 
accurately. A calibration experiment was devised which allowed accurate 

* Work performed under the auspices of the United States Energy Research and 
Development Administration. 
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determination of the necessary quantities. The ratio of fission to hydrogen 
cross sections is determined from the fission and proton counting rates Cf 

and C by 
P 

f̂ ^f\% 
o C N e, 
P p u f 

where o^ is the cross section for 0° proton scattering in barns/4Tr steradians, 
N^ and N^ the number of hydrogen and 235u atoms, fip the effective fraction of 
4iT steradians subtended at the proton radiator by the proton collimator, and 
Ef is the fraction of fission events detected. This fraction Ef is determined 
not only by geometrical factors, but also by energy losses of fragments in 
the uranium layer and the detector dead layer, whereas the corresponding 
fraction fip for the proton counter is purely geometrical. Of the six 
quantities that determine the cross section ratio, we determine directly the 
count rates and the number of hydrogen atoms in each radiator used. The 
separate calibration experiment determined the ratio f^p/N^e^. 

235 
A thin U deposit whose mass is accurately known was substituted for 

the proton radiator and the counting system was placed in an isotropic 
thermal neutron flux. Now the "proton" counter detected fission fragments 
from the thin standard 235u and since only fragments normal to the foil were 
accepted, no fragments directed toward the proton counter lost enough energy 
to be missed in the counting system and the fraction detected was fip. As 
before, the fraction of fissions detected by the fission counter is Ef and 
the ratio of counts in the two detectors is 

2N n 
R = ^ P 
^ N E. 

u f 

where N^ is the number of atoms in the standard. From this ratio we obtain 
fip/NyEf without the necessity of measuring any of the three quantities 
separately. By this means we avoid the measurement of both detector solid 
angles and the calculation of fission fragment losses in the uranium deposit 
and the fission detector. 

Because the experimental procedure and corrections to the data are 
presented in detail in a paper in Nuclear Science and Engineering (1976) they 
are not repeated here. The results are shown in Table I. 



Table I. Results of tho Present Mcacuro.T.c-nts 

E^(McV) 

l . U 
1.1 
1.2 
1.3 
l.U 
1.5 
1.6 
1.7 
l .f l 
1.9 
2.0 
2 . 2 
2..'l 
2 .5 
2.6 
2.7 
2.0 
2 .9 
3.0 
3 .2 
3 . ^ 
3 .5 
3.6 
3.7 
3.8 
4.0 
1^.2 
' i . i ; 
it. 6 
if.O 
5.0 
5 .1 
5.2 
5.3 
5.'l 
5.5 
5.6 
5.7 
5.0 
5.9 
6.0 

Cf (^25u) /^^(H) 

0.2b8'i ^ 
0.3091 
0.3219 
0.33'19 • 
0.3^^38 
0.3673 
0.3722 
0.il017 
O.MOHS 
0.il21iJ 
0.i)327 
O.'JSOS 
0.ii7'l6 
0.4052 
0,4839 
0,4972 
0.5023 
0.5063 
0.5230 
0.5475 
0.5544 
0.5618 
0.5745 
0.5713 
0.5858 
0.5919 
0.6153 
0.6207 
0.6289 
0.6537 
0.6614 
0.6684 
0.6012 
0.6069 
0.6047 
0.6919 
0.6910 
0.7135 
0.7394 
0.7608 
0.7950 

% Unc( 

S t a t . 

0 .9 
1.0 
0.0 
0.9 
1.7 
0.9 
0.9 
1.3 
1.2 
1.3 
0.5-
1.0 
1.7 
1.7 
0.0 
0.9 
1.0 
1.1 
0.3 
1.5 
1.5 
0.0 
1.5 
1.3 
1.6 
0.7 
1.7 
1.6 
1.6 
1.6 
1.2 
1.0 
1.2 
1.1 
0.7 
1.2 
1.0 
1.2 
2 .3 
1.7 
2 . 1 

; r t . 

Syo t , 

. 0:8 
0.8 
0,0 
0.8 
0 .3 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
O.Y 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0.7 
0,7 
0.7 
0.8 
0.8 
0.0 
0 .3 
0.8 
0.9 
0.9 
0.9 
0.9 
0.9 
0.9 
0 .9 
0.9 
0.9 
0.9 

•4.261"" 
4 .051 
3.G58 
3.706 
3 .561 
3.429 
3.309 
3.190 
3.097 
3.003 
2.915 
2.759 
2.622 
2.560 
2 .501 
2.445 
2.392 
2 .341 
2.293 
2.203 
2.120 
2 .081 
2,043 
2.007 
1.973 
1.907 
1.045 
1.703 
1.734 
1.603 
1.635 
1.612 
1.589 
1.568 
1.547 
1.526 
1.506 
1.406 
1.467 
1.440 
1.430 

a , ( 2 3 5 u ) 

1.229 
1.252 
1.245 
1.241 
1.224 
1.260 
1.232 
1.205 
1.267 
1.266 
1.262 
1.265 
1.245 
1.242 
1.210 
1.216-
1.201 
1.105 
1.201-
1.206 
1.175 
1.169 
1.173 
1.147 
1.156 
1.129 
1.135 
1.110 
1.090 
1.100 
i .ooi 
1.077 
1.002 
1.077 
1.059 
1.055 
1.041 
1,060 
1.004 
1.113 
1.137 

% Vr 

Stafc. 

0.9 
1.0 
0 .0 
0.9 
1.7 
0.9 
0 .9 
1.3 
1.2 
1.3 
0 .5 
1.0 
1.7 
1.7 
0.0 
0.9 
1.0 
1.1 
0 .3 
1.5 
1.5 
0.0 
1.5 
1.3 
1.6 
0.7 
1.7 
1.6 
1.6 
1.6 
1.2 
1.0 
1.2 
1.1 
0.7 
1.2 
1.0 
1.2 
2 .3 
1.7 
2 .1 

i c e r t , 

.Gyct. 

1.1 
1.1 
1.1 
1.1 
1.1 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 

.1 .0 
1.0 
1.0 
1.0 
1.0 
1.0 

• 1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.1 
1.1 
1.1 
i . i 
1 .1 
1.2 
1.2 
1.2 
1.2 
1.2 
1.2 
1.2 
1.2 
1.2 
1.2 
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Additional RemaAki by 8. Vlven ConceAnlng the Suggested EneAgy-Shl^t 
Eetvoeen the LASL and LLL Vata 

Sometimes people like to suggest also a discrepancy in energy scale 

between the LASL and LLL data. This discrepancy would be based on one 

point. At any rate, let us normalize the Livermore data between 5.0 and 

5.5 MeV to the LASL data. This makes of course the difference look 

somewhat worse as Fig. 1 shows. Now there is one point which differs by 

as much as 2.5 standard deviations. I think this is a futile game to play. 

The energy scale is probably right within the uncertainty of about 10 keV 

and what we see are only statistical fluctuations. As a matter of fact, if 

we make a X -test over an energy region here, we find that we have much too 

good a fit. With this kind of game which is, I think, misleading you can 

shift the energy scale (see Fig. 2) and make all statistical errors dis­

appear. This is of course ridiculous, 

C, Bowman Do your foils have both the same composition? 

B. Diven Yes they were all made from the same batch of material. There 

were 13 foils of different thicknesses, and the same diameter. Most were 

destroyed for analysis after they all had been a-counted and fission 

counted. 

C. Bowman Do you know what the chemical composition was? 

B. Diven These were evaporated as UO and converted by heat to U_0_. 

i. 3 8 

W. Poenitz You brought up the problem of the energy shift in the LASL data. 

It was suggested by L, Stewart that the possible effect on the cross 

section could be up to 6%, I also noted that in M. Bhat's contribution to 

this meeting the energy shift between the LASL and the LLL data is again 

considered. In order to help to clarify the problem I will try to play 

advocatus diaboli and argue the existence of an energy shift which you 

suggested does not exist. Let us look at the Fig. 3. The cross section 

changes very little with energy in the 2-5.5 MeV range compared with the 

fast rise due to second chance fission above 6 MeV. All the available data 
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shown in Fig. 3 were normalized in the 2-5.5 MeV range to match the average 

of the LASL data. This is of course a much larger range than the one you 

choose for normalization. The figure appears to indicate indeed an energy 

shift in the order of 150 keV. You will note that the figure does not show 

error bars on the points but indicates only the typical statistical error of 

the LASL and LLL measurements which is about 1%. The reason why I did not 

include the error bars is that most of them are not relevant to this con­

sideration. This consideration is in contrast to your suggestion that "one 

can shift in normalization and in energy and make even the statistical 

errors disappear which would be ridiculous". As a matter of fact, if one 

normalizes over the many points in the 2-5.5 MeV range, ode reduces the 

statistical error of the normalization tremendously and all that remains to 

be considered is: What is the probability that the three (or five) points 

around 6 MeV are systematically on the high side based on their statistical 

error. This probability is small. Other data are not very conclusive, but 

it appears that the Smith, Henkel, Nobels data and the new data from KFK 

support the LLL energy scale. 

The other important point, which was suggested by L. Stewart is that 

if the energy shift of 150 keV applies to the total energy range, the re­

quired change in the reference cross section H(n,n), would cause a 6% change 

in the LASL data around 1 MeV. Though I do not believe such drastic energy 

error for a monoenergetic source, it would have the advantage of resolving 

the present discrepancy in the shape of the LASL data with most other 

measurements between 1 and 2 MeV. 

M. Bhat I think one can see that there is definitely an energy shift. 

Fig. 4 shows that if one shifts by 100 keV, one gets agreement between the 

LASL and the Czirr data. Unfortunately the LASL data do not go to higher 

energies and the conclusion must be based on a few points. 

B. Diven That is essentially the same figure I showed where I shifted by 

100 keV to show one can get ridiculously good agreement. But again, I do 

not believe there is any such shift. I think the disagreement between the 

two is statistical. 

R. Peelle The paper shows the systematic uncertainties to be between 0.7 

to 1.2%. Do these include everything, the mass, the reference cross section. 
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etc.? 

B. Dlven Yes, they do include everything the experimenters could think of. 

They do not include anything the experimenters could have guessed might go 

wrong. 

R. Peelle Is it determined by the hydrogen cross section? 

B. Diven The uncertainty in the angular distribution of the hydrogen cross 

section is a fairly large contributor at high energies. 

H. Kuesters (Chairman) Ji •'t one remark here. What is quoted here as an un­

certainty is on an average up to 4 MeV, about 2%, What strikes me a bit is 

the point which just was discussed; quoting a systematic error of 1 percent 

and seeing at the same time discrepancies of 3-4% with data of others. This 

might be the point you made that the experimenter did not include anything 

that might explain the 4% discrepancy. 
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MEASUREMENT AT THE NBS LINAC 
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ABSTRACT 

235 
The U neutron fission cross section was measured relative 

to neutron-proton scattering from 5 to 800 keV neutron energy. 
The experiment was performed on the 200 m flight path at the 
NBS electron linac using a hydrogen gas proportional counter as 
a neutron flux monitor. This relative measurement was normalized 
by means of a second experiment on the 23 m flight path. This 
experiment, which used a 0.5 mm "Li glass for a flux monitor, 
covered the energy region from 6 eV to 30 keV, and, normalized 
to an integrated cross section of 238.4 eV b in the 7.8 to 
11.0 eV region, yields an average cross section of 2.48 + 0.05 b 
for the 10 to 20 keV interval. The resultant cross section in 
the 200-800 keV interval is approximately 5% less than the 
ENDF/B-IV evaluation. 

INTRODUCTION 

This report contains the first results of a program at the National 
Bureau of Standards to improve the accuracy of the 235u(n,f) cross section 
in the kilovolt and megavolt energy region. This measurement, which covered 
the neutron energy interval from 5 keV to 800 keV, used a hydrogen propor­
tional counter for a neutron flux monitor. The experiment, which was per­
formed on the 200 m flight path of the NBS electron linac, yielded only a 
relative cross section. No attempt was made to make the measurement absolute 
by assessment of sample masses or detailed geometric dimensions. The same 
experimental arrangement was also used to measure the 6Li(n,Q') and 10B(n,aY) 
cross sections. The comparison of the three measurements provided us with 
confidence in the accuracy of the flux monitoring technique. 

The relative cross section measurement was normalized by means of a 
second experiment utilizing the 23 m flight path. This measurement used a 
0.5 ram 6Li glass scintillator for a flux monitor and covered the energy 
interval from 6 eV to 30 keV. Normalization was made to the integrated 
fission cross section from 7.8 to 11.0 eV. 



184 

THE MEASUREMENT WITH THE HYDROGEN FLUX MONITOR 

The U(n,f) cross section measurement using the hydrogen flux monitor 
was performed on the 200 m flight path. The linac operated with a 20 nsec 
pulse width, 100 MeV beam energy, 720 pps, and 4 kW of beam power on the 
water cooled neutron producing target. A one inch thick piece of polyethylene 
was employed as a moderator for the target. A fission chamber containing 10 
surfaces each coated with approximately 0,1 mg/cm2 of 235u was placed at 69 m 
along the flight path with the plane of the plates normal to the beam direc­
tion. The neutron beam was collimated to a rectangular 10 cm by 10 cm beam 
size which was less than the active area of the fission chamber. The hydro­
gen counter was placed at the end of the 200 m beam line behind a 2.5 cm 
diameter collimator. The collimation was arranged so that both the fission 
chamber and the hydrogen counter could view the entire neutron source through­
out the experiments. This guaranteed that both detectors would receive the 
same neutron flux shape. The output at both the hydrogen counter and fission 
chamber were sorted on-line simultaneously in both time-of-flight and pulse 
height and stored in the 10^ words of a disk storage unit. 

The geometry of the hydrogen counter is shown in Fig. 1, The counter is 
5 cm in diameter and 60 cm long. The entrance window is composed of aluminum 
oxide ceramic. The high voltage connector was moved 15 cm downstream from 
the exit end of the counter to reduce backscattering. The counter gas con­
sisted of hydrogen gas at atmospheric pressure with an admixture of 1,6% 
methane gas for quenching. This amount of methane assures that the neutron 
scattering from carbon is less than 0,5% of that from hydrogen for neutron 
energies less than 1 MeV, Subsequent measurements indicate that 0.1% 
methane would be adequate for quenching at this pressure. 

The long length of the counter was chosen in order to minimize the end 
effect, which is the distortion in the detector gain caused by non-unifor­
mities in the electric field near the end of the central electrode. The long 
length also reduces the effect of neutrons scattered from the exit window 
into the active volume of the gas to less than 0.5%. The neutron beam was 
collimated to a diameter of 2.5 cm in order to prevent the direct beam from 
striking the stainless steel cylindrical walls. This collimation provides a 
minimum path length of 1 cm in the gas for all recoil protons. Thus no 
recoil protons can collide with the cylindrical walls for neutron energies 
less than 100 keV, This restriction of the incident beam to the central 
2,5 cm of the counter also reduces the timing spread of the counter from 
1,4 |Jsec to 0,6 lisec. The corresponding timing spread for the fission 
chamber was 25 nsec. Careful measurements indicate that the relative zero 
timing uncertainty for the two counters was + 100 nsec. 

It was desired to keep the electronics as simple as possible. Thus the 
hydrogen counter was operated in an unusual manner in order to cover the 
800:1 dynamic range of the experiment with only one amplifier setting. All 
events were recorded, although recoil proton events with energies greater 
than 25 keV all produced the same overload pulse amplitude. This required 
the use of leading edge timing and the resultant correction for the amplitude 
dependent timing shift. A typical hydrogen counter pulse height spectrum is 
shown in Fig. 2 for 19 keV incident neutrons. The fraction of the spectrum 
for several intervals is given. Approximately 1% of the events occur in a 
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high energy tail due to variations in gas multiplication while approximately 
5% occur below the electronic threshold of approximately 1.1 keV. 

The accuracy of the flux measurement is limited by the accuracy with 
which the number of events which occur below the electronic bias can be 
determined. The technique for doing this used the recoil proton ionization 
calibration determined by neutron time-of-flight for the neutron energy 
region from 1,5 to 15 keV. The ionization versus proton energy calibration 
was linear through this region and allowed the effective proton energy of 
the threshold to be determined from the extrapolation of this line to zero 
ionization. The validity of this technique does not depend on the shape of 
the ionization versus proton energy below the threshold. I have checked this 
technique by observing the change in the 235u cross section as both the bias 
channel and the energy calibration is varied during data analysis and con­
clude that the uncertainty in the threshold energy is + 0,05 keV, Thus the 
accuracy of the method depends on neutron energy. It is + 1,3% at 5 keV 
and improves with increasing energy. 

Backgrounds were measured throughout the energy range by the resonance 
filter technique and were found to be largely ambient, that is independent 
of the linac operation, for both detectors. The ambient background is large 
at low energies (30% at 5 keV for the flux monitor) and, along with the bias 
calibration, forms the dominant flux uncertainty in this region (jf 2% at 
5 keV). 

The determination of the neutron flux incident on the fission chamber at 
69 m requires that the flux measurement at 200 m be corrected for neutron 
attenuation in the intervening materials. These include the aluminum in the 
fission chamber, the beam pipe windows, 3.4 meters of air, and the aluminum 
oxide entrance window of the hydrogen counter. This correction reaches a 
maximum of 25% at the 35 keV aluminum resonance with a corresponding uncer­
tainty of + 2.5% in the cross section. The correction and its associated 
error in the cross section are much lower at other energies. 

The response of the fission chamber, as shown in Fig, 3, was found to be 
constant throughout the neutron energy region of interest. The background 
was again largely ambient, but was much less (3% at 5 keV) than the flux 
monitor. The multiple scattering contribution to the fission chamber yield 
was calculated to be (0.18 + 0.02)% per barn of the aluminum cross section 
by Czirr [1]. 

The various systematic errors in the relative cross section are plotted 
in Fig. 4 along with the total rms error. The systematic error is dominated 
by the flux monitor and reaches a maximum of + 2.5% in the aluminum resonances 
and in the high energy region and is typically + 1% elsewhere. 

A total of two separate measurements of the -̂̂ Û fission cross section 
were made over an eight month period. The thickness of the boron overlap 
filter and the electronic threshold was varied, but the gross shape of the 
cross sections agreed within statistical error. The final result is pre­
sented as a weighted sum of the two experiments and will be presented after 
the normalization measurement is described. It is emphasized that the shape 
of the cross section as measured with the hydrogen flux monitor is independent 
of the normalization experiment. 
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THE MEASUREMENT WITH THE Li FLUX MONITOR 

235 
The shape of the U cross section in the 5 to 800 keV interval was 

normalized by a set of measurements carried out on the 23 m flight tube. 
The experimental layout is shown in Fig, 5. A 5 x 5 x 0 , 0 5 c m plate of 6Li 
glass scintillator with the plane of the glass normal to the neutron beam 
was used as a flux monitor, A thin aluminum cylindrical can surrounded the 
glass to serve as a light reflector for the single photomultiplier tube which 
was positioned out of the neutron beam. The fission chamber was about 1 m 
downstream from the flux monitor. The beam was collimated to a 10 cm by 10 
cm square size by a 1 m thick concrete wall. The thermal neutron background 
was reduced by Cd shielding near both detectors. This same ^Li glass detec­
tor was also used to measure the ^L±(n,oi) cross section relative to hydrogen 
scattering on the 200 m flight path. 

Two measurements were made using a 20 nsec linac pulse width. The first 
extended from 2 eV to 5 keV using a 238u filter for background measurements 
at 6,7, 20,9, and 36,8 eV and a cadmium overlap filter. The linac pulse rate 
was 240 per second and the flight time channel widths were 1.024 Msec, A 
second measurement covered the energy interval from 800 eV to 100 keV using 
B, Cd, Al, and NaCl as filters for background and overlap. The linac pulse 
rate was 600 per second and the flight time channel widths were 64 nsec. 
The backgrounds were typically 3% in both detectors. The zero timing of both 
detectors was determined from the y-ray flash measurements during the linac 
beam pulse and compared by means of the common structure in the neutron flux. 
The response of the fission chamber was the same as that observed in Fig. 3 
while that of the 6Li glass is shown in Fig. 6. Both spectra were constant 
throughout the neutron energy range of the experiment. 

The data were analyzed in the following manner: The background, as 
determined from a linear extrapolation between the absorption dips, was sub­
tracted from both detector yields. The 6Li yield was corrected for self-
protection and multiple scattering in both the glass and the Al reflector. 
The fission chamber yield was corrected for transmission losses between the 
centers of the two detectors. The ratio of the fission chamber yield to ^Li 
yield for the same neutron energy interval was calculated for each fission 
time-of-flight channel. The ratio was multiplied by the 6Li(n,a) cross 
section obtained by the Los Alamos R-Matrix code [2] to produce the 235u 
relative cross section. This relative cross section was integrated over 
selected energy intervals and normalized in the low energy region. This 
normalization constant was applicable to both measurements since the 
detectors were not moved. 

The integral of the 235u fission cross section from 7,8 to 11 0 eV was 
normalized to a value of 238,4 barn eV. This is the value obtained from the 
measurement of Deruytter and Wagemans [3] after renormalization to a thermal 
cross section of 583.5 b. This normalization then yields an average cross 
section of 2.48 + 0.05 barns for the 10 to 20 keV energy interval. The 
error includes the rms statistical and systematic error in the NBS measure­
ment, but not the error in the reference standard. This value is used to 
normalize the relative measurement made with the hydrogen flux monitor. 
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EXPERIMENTAL RESULTS 

The results of the measurement with the ^Li flux monitor are listed in 
Table I. The average cross section for the given energy interval is listed 
along with the statistical error (standard deviation). The systematic error 
due to background uncertainty of + 1% and the normalization error are not 
listed. The average cross section for various energy intervals measured with 
the hydrogen flux monitor are listed in Table II. Both the standard devia­
tion in the cross section due to statistics and the root mean square system­
atic errors are listed. The normalization error is not included in the 
systematic error. 

A comparison of the two experiments in the region of overlap (6-30 keV) 
shows that the cross section from the hydrogen monitor is 5.3% greater than 
the cross section from the 6Li monitor for the interval from 6 to 10 keV 
while the agreement is within 1% for the 10-30 keV region. This difference 
in the 6-10 keV region still remains after several months of reanalysis. 
Because of the excellent results obtained for the 6Li(n,a) and 10B(n,(yY) 
measurements in the region below 10 keV from the hydrogen flux monitor and 
the more thorough testing of the hydrogen monitor, I am using the results 
from the hydrogen monitor as the correct U cross section for the 6-10 keV 
interval. 

The results of the measurement with the Li flux monitor are compared 
with the results of Gwin et al [4], Czirr and Sidhu [5], and Wagemans and 
Deruytter [6] in Fig. 7. Due to the holes in the neutron flux of the present 
measurement, comparisons for the entire neutron energy interval from 7 eV to 
30 keV are not possible. Only those values which are averaged over the same 
energy region are shown. All data sets have been renormalized to a thermal 
cross section of 583.54 b. Shown is the ratio of each result to the present 
experiment. The error bars include the statistical error of the present 
experiment as well as the error of the other experiment when given. The 
horizontal line indicates the NBS measurement. The results of the present 
experiment, Gwin et al, and Czirr and Sidhu appear to agree quite well 
(within + 4%) over nearly the entire energy region. The results of Wagemans 
and Deruytter are consistently 6-8% higher in the region above 1 keV and are 
even larger than the NBS results with the hydrogen monitor. 

In Fig. 8 the hydrogen based data is shown as a histogram while the 
smooth curve is drawn through the data of Poenitz [7]. The NBS results are 
approximately 3% lower throughout the region from 40 - 800 keV although the 
agreement in shape is much better. 

In order to compare the present results with other data sets in more 
detail, I shall show the ratios in the following figures. In Fig. 9 the 
ratio of the ENDF/B-IV evaluation [8] to the NBS hydrogen based data is 
shown. In order to more clearly show the systematic differences, I have 
only included the NBS statistical error. The NBS cross section is approxi­
mately 5% lower above 100 keV and is in rough agreement below 40 keV, 
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The ratio of the data of Gayther et al [9] to the NBS hydrogen based 
data is shown in Fig, 10, The two sets have been normalized to each other in 
the 10 to 20 keV interval. Again only the statistical error from the NBS 
data is shown. The two measurements appear to agree in detail except in the 
40-80 keV region where the difference is as large as 4%, 

The results of Gwin et al [4] are shown in Fig, 11, This data was re­
normalized to a thermal cross section of 583,5 b and corrected for the 
^OB(n,c^) cross section given by the recent Los Alamos R-Matrix fit [2]. The 
NBS data is approximately 5% larger below 10 keV and 5% smaller in the 
40-80 keV region. However, the average cross sections agree within 1% 
throughout the 100 to 200 keV region. 

It thus appears that the general shapes of the four data sets agree 
within + 2% throughout the region from 10 keV to 800 keV, if the local devia­
tions (from 40-80 keV and from 5-10 keV) are ignored. In order to further 
clarify the situation and to see if the differences in absolute value of the 
data sets is the result of different normalization procedures, it is worth­
while to examine ratios between cross sections. 

"̂̂ Û TO ^Li CROSS SECTION RATIOS 

o O C f. 

Three recent measurements of the U(n,f) to Li(n,Qf) cross section 
ratios are now available, Czirr and Sidhu [5] have carried out measurements 
using an electron linac and "Li glass. Poenitz [10] has carried out pre­
liminary measurements using the Van de Graaff accelerator and a back-to-back 
ionization chamber with absolute mass determination. Both experiments were 
normalized at thermal energies. Lamaze at NBS [11] has measured the "Li(n,a) 
cross section relative to the hydrogen flux monitor on the 200 m flight path 
with Li glass. This result is combined with the 235u measurement in the 
same facility to provide the NBS ratio. Here the cross sections are normal-

o o c 

ized in the kilovolt region for Li and the 7.8 to 11,0 eV region for -̂'-'U, 
Since the ratio varies by a factor of 10, the relative ratios of the differ­
ent experiments will be plotted in order to emphasize the differences. The 
NBS ratios are compared with the early ratios of Czirr and Sidhu in Fig, 12 
and to those of Poenitz in Fig, 13, The total listed statistical errors are 
included. The ratios have not been corrected for different thermal normal­
izations which can change the absolute values by less than 0.8%, 

In Fig, 13, where the NBS ratio is divided by the Poenitz ratio, there 
is an oscillation in the 200-350 keV region which is probably due to an 
energy calibration difference near the 240 keV Li resonance. Except for the 
local variation, the shape difference is less than 4% from 60 to 600 keV, 
In Fig, 12 the NBS ratios are divided by the ratios of Czirr and Sidhu, 
Except for a 4-8% djrop in the 20-80 keV region, the shape difference through­
out the region from 6 keV to 600 keV is less than 3%. I conclude that, 
except for local variations, the three measurements agree in shape to within 
4%, 
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It is interesting, however, to note that the absolute value of the NBS 
ratio is approximately 5% larger than the other two measurements in spite of 
the fact that all three measurements are normalized, either directly or in­
directly, to thermal cross sections which differ by less than 0,8%. This 
would also imply that the 235u cross sections as measured by Poenitz and by 
Czirr and Sidhu would be lower than the NBS value by approximately 4-5%, 

SUMMARY 

235 
The shape of the U neutron fission cross section was measured relative 

to n-p scattering for the interval from 5 keV to 800 keV with a typical un­
certainty of + 2%. A separate experiment using a ^Li glass flux monitor 
provided a normalization of 2.48 + 0.05 b for the 10 to 20 keV interval which 
was based on a fission integral of 238,4 eV b for the 7,8 to 11,0 eV region. 
This lithium-based data agreed within + 2% with the rt ults of Gwin et al 
throughout most of the energy region from 6 eV to 30 keV. This normalization 
produces a hydrogen-based cross section in the 200-800 keV interval which is 
approximately 5% less than the ENDF/B-IV evaluation. A comparison of the 
hydrogen based data with a few data sets shows general agreement with the 
shape of Gayther throughout the 5 keV to 800 keV region and that of Poenitz 
from 40 keV to 800 keV. However, there are differences in normalizations 
which are not resolved by the recent measurements of the %(n,f) to 
^Li(n,Q;) ratios. 

It should be emphasized that the relative cross section measurement with 
the hydrogen counter is a separate experiment independent of the normaliza­
tion results from the lithium flux monitor. Thus different normalizations 
will not change the validity of the hydrogen based results. The relatively 
minor disagreement between the two measurements in the 6-10 keV region is of 
some concern. However, because of the greater effort spent on the hydrogen 
counter measurements and the excellent results obtained in the OLi(n,Q^) and 
10B(n,ay) experiments with the same monitor, the author recommends the results 
listed in Table II for the cross section for this energy region. 

This represents the first contribution by the Neutron Standards Section 
to the measurement of the 235u(n,f) standard cross section. It is planned 
to reduce the errors and expand the energy range in future experiments. 
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TABLE I 

235 
The average U(n,f) cross sections measured at the 23 m 
flight path with the ̂ Li glass flux monitor. The data is 
normalized to an integral cross section of 238.4 eV barn 
in the 7.8 to 11.0 eV interval. There is a + 1% systematic 
error, excluding the normalization error. 

E(lower),eV 

7.8 
7.4 
10.68 
13.7 
22.6 
10.0 
15.0 
22.0 
41.0 
70.0 
100 
200 
400 
500 
600 
800 
l,keV 
4 
6 
7 
8 
9 
10 
20 

E(upper),eV 

11.0 
10.0 
13.7 
17.6 
29.0 
15.0 
20.5 
33.0 
50.0 
100.0 
200 
300 
500 
600 
800 
1000 

2,keV 
5 
7 
8 
9 
10 
20 
30 

a, barns 

74.5 
85.2 
47.5 
31.2 
43,1 
43.5 
58.6 
34.2 
34.8 
26.2 
20.3 
19.9 
13.1 
14.3 
10.9 
7.20 
6.86 
3.95 
3.13 
2.98. 
2,81 
3.00 
2.48 
2.097 

statistical error 
+ A a, b 

0.6 
0.7 
0.5 
0.4 
0.5 
0.4 
0.5 
0.3 
0,4 
0,3 
0.2 
0.2 
0,2 
0,2 
0,2 
0.10 
0.06 
0.07 
0.06 
0.06 
0.06 
0.06 
0.02 
0.02 
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TABLE II 

235 
The average U(n,f) croas sections measured with the 

hydrogen flux monitor. The data is normalized to a value of 
2,48 b in the 10 to 20 keV region. The listed systematic errors 
do not include a contribution from the normalization error. 

E (lower),keV 

5 
6 
7 
8 
9 
10 
20 
30 
40 
50 
60 
70 
80 
90 
100 
150 
200 
300 
400 
500 
600 
700 

E(upper), keV a,b 

6 
7 
8 
9 
10 
20 
30 
40 
50 
60 
70 
80 
90 
100 
150 
200 
300 
400 
500 
600 
700 
800 

3,96 
3,27 
3,23 
2,94 

3.14 
2.48 
2.11 
1.94 
1.78 
1.75 
1,70 
1,62 
1.58 
1.58 
1.44 
1.37 
1,23 
1,17 
1.14 
1.11 
1.10 
1.08 

Aa,b 

.04 

.04 

.04 

.04 

.04 

.01 

.02 

.02 

.02 
,02 
.02 
.02 
,02 
,02 
,01 
,01 
.01 
,01 
.01 
.01 
.01 
.01 

ZkT,b̂  

,09 
,07 
,06 
.05 

.05 

.04 

.03 

.04 

.02 
,02 
,02 
,02 
,02 
,02 
.02 
.02 
.02 
.02 
.02 
.02 
,02 
.02 

a Statistical standard deviation. 

Systematic root mean square. 



GAS COUNTER GEOMETRY 

0.88 mm SS 5.1 cm 

i 

i < _ > -

•4 f- T 

J AloO 2^3 

n 

-60 cm 

M 160 cm 

VO 

Fig. 1. Experimental geometry for hydrogen counter. 



194 

10" 

(f) 

UJ 

< 
X 
o 

\ 
CO 
I -
z 
o 
o 

10 

10 

10 

1 1 \ r 

^ 

T r 

Hg COUNTER SPECTRUM 

i ' l ' 1 ' • ' i * '» i^ 

/ 

/ 

/ 

/ 

/ 
/ 

0.2 % 
^Rectangular 

Response 

93.1 % 

5.8 % 

ELECTRONIC BIAS 

ZERO ENERGY 

En= 19.0 keV 

AEn = 0.4 keV 

100 
CHANNEL NUMBER 

200 

Fig. 2. Hydrogen counter pulse height spectrum for 19 keV neutrons, 



UJ 150 

50 100 
CHANNEL NUMBER 

VO 

Ln 

Fig. 3. Fission chamber pulse height spectrum. 



10 TT 1 1 I I I I I I-I 1 1 1 I I I I I I 1 I T T I 

- SYSTEMATIC ERRORS IN NEUTRON FLUX MEASUREMENT 

••-, Total 
Backgrounc 

10" 10' 
NEUTRON ENERGY, keV 

VO 
Ov 

235 
Fig, 4. Systematic errors for the U cross section 



t 

BEAM SIZE 
lOcm X 10 cm 

i GLASS 
5 cm X 5cm x 0,5mm 

VO 

22 .358 m 2 3 . 3 0 7 m 

20 21 22 
DISTANCE, m 

23 24 

Fig. 5- Experimental geometry for the 23 m station. 



198 

~ 1 \ I \ I \ \ I 

^Li GLASS PULSE HEIGHT SPECTRUM 

1500 

UJ 
1000 

o 

3 
O 
O 

100 

En = 70 keV 

50 100 
CHANNEL NUMBER 

Fig, 6, Li glass pulse height spectrum. 



1,10 

I I I M I 1 — 1 — I I I 1 1 1 1 1 — I — I I I I I I I 1 — I — I I I I I 1 1 i I r 

_-0 Gwin et al. „ 
D 

^ Czirr et gi. 
• Wagemans et d . 

D 

O 
KI.OO 
< 
a: 

.1 
\ 

I 

D 

t 1 
D 

} 
H VO 

VO 

0.90 I I I ' I ' l l 11 I I I I I III 

10' 10 10 10 
NEUTRON ENERGY, eV 

235 Fig. 7. U fission cross section measurements for three experimenters 
divided by the NBS cross section measured with the Li glass monitor. 



£ 3 
o 
.a 

O 
I-
O 
LiJ 
C/) 

C/) 
cn 
O 
oc 
o 

~i—I—r~r~r 

235 
1 1—\—r-TT 

U FISSION CROSS SECTIONS 

1—I—r~rT 

^ 

l 5 7 o 

10' 

h - NBS 
— POENITZ NSE (1974) 

N3 
O 
O 

J I 
10" 

NEUTRON ENERGY, keV 
Fig. 8. 235, 

The U fission cross section results. The NBS hydrogen based 
data are shown by the histogram while the results of Poenitz are 
shown by the smooth curve. 



1.10 
RATIO TO NBS ^^^U 

^LOO 

0.90 

I I I I I I I 
_ o ENDF/nZ" 

{ 

I 2 
10 10 

NEUTRON ENERGY, keV 

10̂  

O 

235 
Fig, 9, The U data from the ENDF/BIV evaluation divided by the NBS 

hydrogen based cross section. 



1.10 
RATIO TO NBS ^^^U 

o Gayther el g\_. 
Normalized 10-20 keV 

< 1.00 i 5 i i § 

T^ ^ lAi i 
i 

i 
o 
NJ 

090 
10' 10 

NEUTRON ENERGY, keV 
10̂  

Fig.10. The cross section of Gayther et al.divided by the NBS cross section. 
The ratio was normalized in the 10 to 20 keV region. 



1.10 
RATIO TO NBS ^^^U 

— o Gwin et oi. 

Revised B (n,a) 

0-̂ ^=583.5 b 

< 
1.00 

0.90 

i } § 

i 

i 
rs3 
o 
OJ 

I I I I I I 1 I I I I I I I 

lo' 10̂  
NEUTRON ENERGY, keV 

10̂  

Fig.11. The cross section of Gwin et al.divided by the NBS cross section. 
The Gwin data was renormalized to a thermal cross section of 
583.5 b and modified by the recent -'-̂ B(n,a) cross section. 



U(cr,)/\i(c7^) 

l -
< 
cr LOO 

0.88 — 

10 10" 
NEUTRON ENERGY, keV 

O 

235 6 
Fig.12. NBS measurement of the U(n,f) to Li(n,a) cross section ratio 

divided by that of Czirr and Sidhu. 



235 
U ( c T f ) / ^ i (C7n.a) 

10" 10 
NEUTRON ENERGY, keV 

NJ 
O 
Ln 

o o c f. 

Fig. 13. NBS measurement of U/ Li divided by the preliminary ratio of 
Poenitz. 



2 06 

VJSCUSSJOHS 

W. Poenitz The U-235/Li-6 data from NBS have previously agreed with the 

data by Czirr and with our data. What caused the 5% change of the NBS data. 

0. Wasson It depends upon what time you are referring to. 

W. Poenitz I am referring to the memorandum by C. Bowman distributed at 

the CSEWG meeting at BNL this spring which showed a good agreement for the 

ratio and stated so. If there is now a 5% difference then there must have 

been a 5% change of your data. 

0. Wasson The Li cross section has changed from the earlier time, 

W. Poenitz That is the major problem. Somewhere in your measurements must 

be the overlap range which shows this discrepancy in the flux measurement 

between your two sets for U-235. 

0. Wasson That was an entirely separate measurement, though some of the 

electronics and detectors were the same. 

W. Poenitz The problem is that you measured the U-235/Li-6 ratio up to 30 

keV and you normalized the U-235/H measurement between 10 and 20 keV to 

these values. If you used the NBS Ll measurement as a reference for the 

U-235/Li-6 data thta they should include the same systematic problem (below 

10 keV) as the U-235/H because they used the same H-counter. 

0. Wasson Oh yes, I guess I am confusing you here. There are two different 

Li-6 measurements which enter this problem. 

W, Poenitz You did not include error bars in your Fig. 8 which compares 

your data for U-235 with my results which were published in NSE in 1974. 

0. Wasson It was difficult to show an exact comparison because the energy 

region was different, 

W. Poenitz Including the error bars would show that your data are every­

where within my error bars and your error bars are not that much different 

than mine. The exception is the 200-300 keV range where there is a disturb­

ing discrepancy. In addition your figure was a little bit biased because 
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it does not show the other data which are available since my publication 

(e.g., data by Szabo, Kaeppeler, U. Michigan). These other data would have 

shown a similar difference of 3% or more compared with your values. 

0. Wasson This was not a complete comparison with other data. We selected 

some with which you are probably more familiar. This makes it a little bit 

easier to compare values. 

W. Poenitz The 1% change of your U-235 data compared with the values you 

had at the BNL meeting—^was that connected with the Li-glass correction 

which I suggested in a letter to G. Lamaze? 

0. Wasson Yes, it probably resulted from an error of 0.7% associated with 

the Li-6 contents of the glass. Therefore, the self protection correction 

was changed. 

H. Knitter I would like to make a comment on the measurements by Wagemans 

and Deruytter. They measured U-235(n,f) relative to B-10(n,a) and Li-6 

(n,a). They did not find agreement in the ratio between Li-6 and B-10. 

They preferred therefore to use the shape relative to B-10 only. They 

found excellent agreement with monoenergetic source values by Perkin, Szabo, 

and Knoll and Poenitz. 

H. Derrien Did you compare your data with the De Saussure and the Perez 

data? 

0. Wasson I did not. 

H. Derrien The data by Perez agree very well with Wagemans. 

W. Poenitz Perez is about 3% lower than Wagemans but they agree well 

within their uncertainties. 

At a lateA time the ^olZoMlng itatement woi made: 

0. Wasson I like to make a correction to my previous talk. The change in 

the U-235/Li-6 ratio between C. Bowman's handout at BNL and the present 

values is entirely due to a change in the U-235 cross section and not to 

that of the Li-6. At that time we normalized in the 10-20 keV range to 

2.385 b and subsequently to its present value of 2.48 b. That is a 4% 

difference and this is the cause of the change. 
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ABSTRACT 

The fission cross sections of U-235 and Pu-239 were measured 
for incident neutron energies between 2.3 and 5.5 MeV. The neutron 
flux was measiired by means of a calibrated directionai counter 
and the fission events were detected in thin-walled ionization 
chambers. Time-of—flight technique was used in order to determine 
both the scattered neutrons and parasitic sources of neutrons. 

For incident neutron energies lower than 2,5 MeV, a good 
agreement is observed with resiiLts from other measurements. For 
higher energies, the results of the present measurement when 
compared with the most recent data, are about 6 percent lower. 
However, they agree well with results from older sources. 

Final, revised values of all of ovir previous measurements are 
also reported. The definitive set of data covers the energy range 
from 0.01 to 5.5 MeV, 

INTRODUCTION 

A few years ago, we measured the neutron induced cross sections of U-235, 
Pu-239 and Pu-2it1 at energies lower than a few MeV, i,e,, in the main range 
of interest for fast reactor physicists. Besides its importance in the 
neutronics of nuclear reactors, the U-235 fission cross section has a broad 
scope of applications as a cross section standard. It is now well admitted 
that it can provide a good reference in the whole energy range from thermal 
to 15 MeV or even higher, except in a few regions where structures are 
observed. 
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This paper describes the new measurement of U-235 and Pu-239 fission 
cross sections which we made for incident neutron energies between 2.3 and 
5.5 MeV. It reports also the revised and final values of all our previous 
measurements. The complete set of data which we obtained over the last few 
years covers the energy range from 0.01 to 5.5 MeV. 

EXPERIMENTAL SET-UP AND PROCEDURE 

Featiires of the fissile samples that we used are summarised in Table I, 
extracted from reference /3/. In the present measurement, the foil from 
P.H. White was used in U-235 measurements and the B.C.M.N. foil for Pu-239 
(foils denoted U 1 and Pu39 respectively in Table I). 

•3 

For neutron energies lower than 3.8 MeV, the T(p,n) He reaction was used 
and the basic techniques were identical to the ones described in our previous 
papers (/2/ and /3/). For higher energies we had to use the D(d,n) He 
reaction to produce neutrons. With the latter reaction the proced'ure was 
somewhat complicated by the existence of secondary spurious neutron sources. 
A secondary D(d,n) He reaction could take place in occluded deuterium targets 
built up after a few minutes bombardment by the beam. In order to avoid 
deuterium absorption in materials located along the beam tube, no small slit 
or diaphragm was used to collimate the beam. The focalisation on the target 
was done by a special device located at 60 cm. from the solid deutered target. 
This system consists of six pins which were regularly spaced in such a way as 
to divide the circular section of the beam tube into six equal sectors. The 
electric charges collected on each pin were measured and inter-compared. The 
beam focalisation was realised when these six meastired intensities were as 
small as possible and nearly equal. The pin heads delimited a circular 
aperture and replaced advantageously a classical diaphragm since the quantity 
of material which would eventually be bombarded by the beam was much smaller. 

12 13 
Another source of spurious neutrons was due to the C(d,n) N reaction. 

Carbon from the vacuum pump oil formed a thin deposit on the target itself 
and C(d,n) N reaction took place, generating another group of neutrons of 
lower energy. As the neutron flux was measured by means of the directional 
counter which cannot distinguish between the two groups, a correction had to 
be made by weighing both the fission cross sections and the detector 
efficiencies with the flux ratio of the two groups. We measured this ratio 
by time-of-flight technique, using a calibrated NE 213 proton recoil scintil-
itor. This detector was placed along the U-235 fission chamber axis, at 
i+.6o m,behind it. At this distance the two peaks, corresponding respectively 
to the D(d,n) He neutrons and to the C(d,n) N neutrons, could be well 
separated in the time-of-flight spectra. 

The measured ratio varied from 0.02 to 0,ilO as the neutron energy 
increased from i| to T MeV. Furthermore this ratio depended on the age of the 
target used and on the emplacement of the beam spot on the target surface. 
So, it was necessary to measure simultaneously this ratio at every run and to 
control the reproductiveness of the different runs. At neutron energies 
higher than 6 MeV, the proportion of spurious neutrons became so important 
that the measurements were less accurate and less meaningful. For this 
reason, we limited our measurements below 5.5 MeV. 
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As pointed out above, the neutron flux was measured in the same way as 
in our previous measurements. The directional counter used was calibrated up 
to 2.2 MeV by two independent methods, one using a SO.Mn bath and the other 
He associated particle counting in T(p,n) He reaction. Between 2 and_5 MeV, 
a relative curve was obtained using the symetry property of the D(d,n) He 
reaction. This relative curve was then normalised to absolute values around 
2.0 - 2.3MeV and interpolated up to the absolute value we recently obtained 
at lî .8 MeV. As a consequence, the accuracy is about 3.0^ above 2.5 MeV 
instead of 2.5% at lower energies. 

NEW RESULTS 

The present measurement concerned originally and essentially the U-235 
fission cross section. However, as our experimental arrangement allowed 
sim\xltaneous measurements in two fission chambers, we measured the Pu-239 
fission cross section in the same run. Due to the alpha pile-up effect, this 
latter ionisation chamber was more difficult to handle; during this experi­
ment, a rather high threshold was needed on the amplitude spectra and we made 
only relative measurements. 

The new absolute values we obtained for the U-235 fission cross section 
are given in Table II and plotted in Figure 2, The absolute values of the 
Pu-239 fission cross section, as summarised in Table 2 and plotted in 
Figure 3, resulted from a normalization to two previous sets of absolute 
measurements in the energy range 2.0 - 3.3 MeV : 

- the first set corresponds to resiHts 
published in /3/; 

- the second consists of two measurements 
at 2.85 and 3.23 MeV which we made in 
197^ (not yet published - values given 
in Table II), 

The accuracy of the fission cross section in the present meastirement is 
about k percent, i.e,, less than in measurements we ma.de in the lower energy 
range,jnainly because of the parasitic effects connected with the use of the 
D(d,n) He reaction and, to a lesser extent, owing to the greater error in 
flux measurement. 

REVISED AND FINAL RESULTS 

The results which are already published consist of three sets of values 
given in references /I/, /2/, and /3/. As explained in reference /3/, the 
measurements of /I/ and /2/ had to be renormalised. Since the modification 
was due to the determination of the atom contents in the foils, the published 
values were simply multiplied by a constant : 

1.02 for U—235 fission cross section values 
of /2/ and, as a consequence, O.98 for 
the corresponding fission cross section 
ratios of Pu-239 relative to U-235; 

http://ma.de
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- 0.99 for Pu-2iH fission cross section of 
reference /I/. 

These modifications were effectively done three years ago and are 
recalled here for reasons of clarity. 

We now turn to the last modification which has to be made for the results 
obtained in the incident neutron energy range above 800 keV. This modific­
ation is energy dependent, since it is mainly due to a change in the 
efficienc?, of the directional counter. 

As we used an unique device to measure the neutron flux in the whole 
energy range, all our measurements depend on the calibration of the direc­
tional counter. Since the latest measurements published in 19T3 /3/, further 
experiments have been performed in order to calibrate more accurately the 
directional counter, particularly in the MeV region. Especially, the 
associated particle "ethod has been developped up to 2.2 MeV using T(p,n) He 
reaction; an absolute value has also been obtained at lU.8 MeV by means of 
the associated particle method applied to T(d,n) He. The compilation of all 
the measoirements performed dxiring the last ten years, using various 
independent methods, has led to an average efficiency curve which is slightly 
different from that used in our previous publication. Below about 0.8 MeV 
there is no change since the definitive calibra-ion agrees with the previous 
one. Above 0.8 MeV, as shown in Figure h, the results are somewhat higher 
than those obtained in 1970 using the SO>Mn bath technique : so the new 
average curve is about 1 to 2% higher than the one used in references /I/ and 
/3/. Consequently, the cross section values given in references /I/ and /3/ 
have to be increased by the same amount in the incident neutron energy range 
above 0,8 MeV. 

The final values of references /I/, /2/, and /3/ are given in Tables III, 
IV and V, respectively. 

DISCUSSION 

U-235 fission cross section 

The revised values and the new measurement results are plotted altogether 
in Figure 2 and compared with some other measurements and evaluations. 

Below 2.5 MeV, a good agreement is observed between the most recent 
results of Sidhu and Czirr /5/, those of Poenitz /6/, the earlier values of 
P.H. White f'7/ and our own. The values of Hansen et al. /8/ and those of 
Diven /9/ are slightly higher. 

Above 2,5 MeV, two groups of values appear clearly and show a discrepancy 
of 5 to 8 percent. In the higher-valued group we find the results of 
Poenitz /6/ and Hansen et al, /8/ as well as the relative measurement of 
Sidhu and Czirr /5/ which was normalised around 3.5 MeV to the absolute value 
of Poenitz. The lower-valued group includes the earlier values of Smith, 
Hansen and McGuire /10/, those of P,H, White /7/ and our present results. 
Therefore, a significant degree of disagreement continues to exist in the 
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3 - 6 MtV range. The situation would be worse if the relative measurement of 
Sidhu and Czirr were normalised to the well-established value of 2.15 barn at 
iH MeV. However, the measurement which was recently made at Briiyeres-le-
Chatel by Grenier et al. /11/ tends to support a lower value at ^k MeV and 
thus supports the normalisation of the Sidhu and Czirr results around 3.5 MeV. 

Compared with evaluations, our present measurement agrees quite well with 
the selected values of Davey /12/, but is about 3% lower than the more recent 
evaluation of Sowerby /13/ which is situated between the two above-mentionned 
groups of results, in the 3 - 6 MeV energy range. 

There is obviously a need for further meastirements in order to fulfill 
the high accuracy required for the use of the U—235 fission cross section as 
a standard in this energy range. 

Pu-239 fission cross section 

Compared with U-235 there are less fission cross section measurements for 
Pu—239« Our present results are plotted in Figure 3 along with some evalu­
ations /13/ and /lU/, As in the case of U—235, the fission cross sections we 
obtained are somewhat lower than the evaluated values mainly deduced from 
ratio measurements. 
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TABLE I 

Characteristics of the different samples 

Dep­
o s i t 

Ul 

U2 

U3 

Pu39 

Pui+1 

Tsn+.m-n'r- n nmno m + . n n n 

% i n atoms 

23̂ + 

1.196 

0 .169 

1.1653 

235 

9 3 , 0 1 3 

99 .502 

97.663 

236 

0 .179 

0 ,025 

O.li+91 

238 

5.612 

0 .303 

0 .5229 

38 39 ho i+1 ^2 

<0.01 

<0.01 

99.27 

0.868 

0.71 

2,968 

0 ,02 

9i+.65 

<0.01 

3 I.U97 

Thi c k -
n e s s 

mg/cm 

0 ,5 

0 .5 

0 .5 

0 .17 

0 , 1 3 

nature 
of t h e 
b a c k i n g 

0 .13 mm P t 

0 , 3 mm P t 

0 . 6 mm 
q u a r t z 

0 , 3 mm P t 

0 , 3 mm P t 

F a b r i c a t i o n 
p roc -dure 

p a i n t e d U308 

e l e c t r o s p r a y . 
U308 

e v a p o r a t i o n 
UFl| 

e l e c t r o s p r a y . 

e l e c t r o l y s i s 

(^•^igin 

P ,H. 
White 

BCMN 

BCMN 

BCMN 

CEA 

C a l i b r a t i o n s 
L a b o r a t o r y 
of o r i g i n 

LG 

X 

X 

X 

X 

2Tr 

X 

p 

X 

D 

X 

X 

X 

X 

X 

Cadarache 

LG 

X 

X 

X 

X 

X 

2TT 

X 

X 

X 

Abbreviations LG 

P 

D 

Low geometry 

Weighing 

Destructive analysis made on similaj: deposits. 

NJ 
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TABLE II 

1975 - 1976 Measurements 

E 
n 

2 . 3 5 0 

2 . 5 9 0 

2 . 7 8 0 

2 . 8 5 0 

3 . 0 9 0 

3 . 2 3 0 

3 . 3 6 0 

3 . 5 5 0 

3 . 8 0 0 

3 . 9 2 0 

U.l+70 

5 .015 

5 .530 

M<a 
ixiev 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

0 . 0 3 2 

0 .031 

0 .030 

0 .030 

0 .029 

0 . 0 2 8 

0 .020 

0 .025 

0.02lt 

0 .101 

0 . 0 8 3 

0 .037 

O.O2I1 

U-235 

^f 

1.256 

1.219 

1.206 

1.203 

1.167 

1.156 

1.130 

1.137 

1,100 

1.088 

1.100 

1.000 

1,030 

b a r n 

± o,oUo 

+ O.OiiO 

± o.oUo 

± 0 . 036 

± 0 , 035 

+ 0,03^+ 

+. 0 . 0 3 3 

± 0 .035 

± 0 . 035 

+ 0 . 0 3 8 

+_ o.oi^o 

_+ 0 .036 

± 0 . 036 

Pu-239 

°f 

1.960 

1.88 

1.85 

1.86 

1.76 

1.77 

1.77 

1.73 

1.78 

1.77 

1.76 

1.70 

1.60 

b a r n 

± 0 . 069 

± 0 . 066 

+ 0 .065 

± 0 . 065 

+ 0 . 0 6 2 

± 0 . 085 

± 0 . 065 

+ 0 . 0 6 ? 

± O.O05 

+_ 0 . 070 

± 0 . 070 

± 0 . 070 

± 0 .065 
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TABLE I I I 

Definitive resu l t s for reference 1 (Argonne 1970) 

U-235 and Pu-239 
Pu-2ltl 

no modification; 
^% decrease after re-evaluation 

of the number of atoms 
(destructive analysis of 
the deposit) . 

U-235 

E 
n 

17. 
27 
1+2 
68 
72. 
95 

n o 
120 
125 
Ji+5 
150 
152 
I5U 
156 
195 
215 
227 
251 
257 
272 
286 
313 
320 
331 
369 
kOT 
506 
51*0 
665 
810 

1010 

keV 

5 + 3.5 
+ 3.5 
+ 5 
+ 5 

5 + 6.5 
+ 5 
+ 10 
+ 8 
+ 7 
+ 9 
+ 6 
+ 10 
+ 1I+ 
+ 12 
+ 11 
+ 10 
+ 16 
+ 11 
+ 15 
+ 15 
+ 15 
+ 15 
+ 8 
+ 15 
+ 15 
+ 15 
+ 17 
± 10 
+ 22 
+ 35 
+ 1+0 

a „ barn 
f 

2.150 + 0.090 
2.10 + 0.080 
1.80 + 0.060 
1.765 + O.OI+5 
1.7^0 + 0.055 
1.51^0 + 0.055 
1.530 + 0.050 
1.570 + 0.055 
1.500 + 0.050 
1.500 + 0.055 
1.1+50 + O.OI+5 
1.1+1+0 + o.oi+o 
1.1+1+0 + 0.035 
1.1+50 + O.OI+5 
1.365 + 0.055 
1,325 + O.0I+5 
1.295 + 0.035 
1.285 + 0.035 
1.275 + 0.055 
1.275 + O.0I+5 
1.270 + 0.035 
1.285 + O.0I+5 
1,190 + 0,0l+5 
1,210 + O.0I+5 
1.215 + O.OI+5 
1.205 + 0.035 
1,160 + 0.030 
1.160 + 0.01+5 
l.ll+O + 0.035 
1,135 + 0.035 
1,205 + 0,035 

35 
h9 
57 
73 
77. 

102 
109 
135 
152 
151+ 
165 
197 
226 
251 
331 
377 
1+53 
506 
665 
810 
972 

Pu 

E keV 
n 

+ 1+ 

+ 5 
+ 8 
+ 7 

5 + 8 
+ 8 
+ 8 
+ 5 
+ 10 
+ 7 
+ 13 
+ 16 
+ 12 
+ 10 
+ 12 
+ 9 
+ 13 
+ 16 
+ 22 
+ 35 
+ 1+0 

1-239 

a „ barn 
f 

1,530 + 0,070 
1,1+95 + 0.060 
1,505 + 0,050 
1,51+0 + 0,055 
1,530 + 0,055 
1,565 + 0,055 
1.500 + 0.050 
1.1+70 + 0.050 
1.1+1+0 + o.oi+o 
1,1+75 + o,oi+o 
1,1+20 + 0,0l+0 
1.1+20 + 0,01+0 
1,1+00 + 0.055 
1.1+80 + o.oi+o 
1.51*5 + 0.035 
1.530 + 0.035 
1.570 + o.oi+o 
1.590 + o.oi+o 
1.595 + 0.01+ 
1.700 + 0.01+ 
1.720 + 0.01+ 

Pu-21+1 

E keV 
n 

3 5 + 1 + 
5 0 + 5 
8 8 + 1 + 

130 + 20 
177 + 10 
218 + 8 
239 + 7 
3 0 0 + 1 2 
31+1+ + 10 
1+63+12 
1+76 + 10 
60I+ + 30 
687 + 29 
808 + 29 
970 + 25 

• 

a_ barn 
f 

2.61+ + 0.13 
2.39 + 0.12 
2.06 + 0.11 
2.02 + 0.11 
1.91 + 0.09 
1.71 + 0.08 
1.72 + 0.08 
1.59 + 0.07 
1.56 + 0.07 
1.1+1+ + 0.07 
1,50 + 0,07 
1,1+2 + 0,06 
1.1+1 + 0.06 
1,1+9 + 0,07 
1.52 + 0,07 
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TABLE IV 

Definitive results for reference 2 (Knoxville 1971) : 

Fission Pu-239 
Fission U-235 

Ratio PU-239/U-235 

no aiodif ication; 
2% increase after re-evaluation 

of the number of atoms of 
the deposit; 

2% decrease. 

E 
n 

1 1 . 5 + 

1 5 . 0 1 

2 2 . 5 + 

3 3 . 0 + 

1+6.0 i 

58 .0 i 

7 8 . 0 ±_ 

8 3 . 5 + 

9 3 . 0 + 

103 .5 +, 

116 j t 

135 + 

150 i 

172 ± 

199 + 

3 

3 

2 . 5 

5 

5 

3 

2 . 5 

11 

1+ 

5 .5 

15 

5 

5 

5 .5 

5 .5 

• f̂ 

2 . 7 6 

2 . 5 0 

2 . 2 0 

2 . 0 2 

1.85 

1.83 

1.70 

1.65 

1.55 

1.53 

1.52 

1.1+2 

1.1+6 

1.1+6 

1.1+2 

(U-235) 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

jf 

+ 

+ 

0 .09 

0 .07 

0 .06 

0 .06 

0 .05 

0 .05 

0 .05 

0 .05 

0.01+ 

0.01+ 

0.01+ 

0.01+ 

o.oi 
0.01+ 

o.oi+o 

^f 

1.778 

1.75 

1.71 

1.59 

1.59 

1.55 

1.55 

1.53 

1.58 

I.5J+ 

1.59 

1.1+6 

1.1+9 

1.1+8 

1.1+9 

(Pu-239) 

+ 

± 
+ 

+ 

^ 

+ 

+ 

+ 

+ 

+ 

+̂  

+ 

+ 

+ 

+ 

0 .058 

0 .052 

0 .06 

0.01+ 

0.01+ 

0.01+ 

0 .05 

0.01+ 

0.01+ 

0.01+ 

o,oi+ 

0 .05 

0.01+ 

0.0i+ 

o,oi+ 

a ^ ( P a - 2 3 9 ) / 

0,61+6 

O.70I+ 

0 .773 

0 .789 

0 ,858 

0 ,850 

0.911 

0 .926 

1.015 

1.005 

0 .997 

1,031+ 

1.017 

1.017 

I.0I+I 

± 
+ 

± 
+ 

jf 

± 
+ 

+ 

± 
+ 

+ 

+ 

± 
+ 

+ 

a j ( U - 2 3 5 ) 

0 .022 

0.021 

0 .030 

0 .020 

O.O2I+ 

0 .023 

0 .027 

O.O2I+ 

0 ,026 

0,02l+ 

0 ,022 

0,031+ 

0 .030 

0 .026 

0 .027 
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TABLE V 

Definitive results for reference 3 (Kiev 1973) • 

•\~2% modification above 0.8 MeV neutron 
energy (adjustment of neutron flux measurement), 

U-235 

E keV n 

17 i 

19 + 

38 + 

1+0 ± 

51 + 

55 + 

71 1 

75 + 

88 + 

12l+ ±_ 

730 + 

880 + 

920 +_ 

3 

3 

3 

3 

3 

3 

3 

3 

1+ 

1+ 

30 

26 

26 

o „ barns 

2.1+20 + 0.080 

2,370 + 0.080 

2,1+80 i 0.090 

1.975 + 0.060 

I.98I+ + 0.065 

2.0I+7 + 0.070 

1,81+9 + 0,050 

1,863 + 0.055 * 

1.822 + 0,050 

1.710 ± 0,0l+5 

1.680 ± O.0I+5 

1.707 ± 0.050 

1,556 1 o.oi+o 

1.580 ± o.oi+o 

1.51+0 + o.oi+o 

1,11+0 + 0,030 

1,11+0 ±_ 0,035 

1.188 + 0.035 

E keV 
n 

1020 i 25 

1080 ± 25 

1280 ±_ 2I+ 

11+05 ± 23 

1I+85 1 22 

1580 i 22 

1680 + 21 

1800 ±_ 20 

1915 ± 20 

2000 + 19 

20I+O i 19 

2100 i 18 

2180 i 18 

2190 + 17 

2280 + 17 

2300 ±_ 17 

2380 + 16 

2610 i 16 

a» barns 

1.187 + 0.03: 

1.187 + 0.035 

1.207 1 0.035 

1.229 1 0.035 

1.255 + 0.030 

1.252 + 0,035 

1.272 i 0.035 

1.306 i 0.035 

1.353 + 0.035 

1.315 + 0.030 

1.330 + 0,035 

1.318 + 0.035 

I.29I+ + 0.035 

1.303 1 0.030 

I.30I+ + 0.030 

1.293 + 0.030 

1.275 1 0,032 

1.270 + 0,030 

two separate measurements at the same energy. 
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TABLE V (Cont/d) 

Definitive results for reference 3 (Kiev 1973) ; 

1-2^ modification above 0.8 MeV neutron 
energy (adjustment of neutron flux measurement), 

Pu-239 

E keV n 

805 + 27 

880 + 26 

920 ± 26 

1190 + 25 

1280 + 2l+ 

11+05 ± 23 

11+65 + 23 

11+85 ± 22 

1580 ± 22 

1680 + 21 

a barns 

I.56I+ + O.OI+5 

1.660 ± 0.050 

1.706 + 0.050 

1.856 ± 0.050 

1.823 + O.OI+5 

1.876 ± O.OI+7 

1,969 1 0.050 

1.900 + O.OI+8 

1.906 + 0.050 

1.973 1 0.055 

E keV n 

1800 ± 20 

2000 ± 19 

20I+O ± 19 

2100 ± 18 

2180 ± 18 

2190 j+ 17 

2230 ± 17 

2300 + 17 

2380 ± 16 

2610 ± 16 

0 barns 

1.979 + 0.050 

1.967 1 0.060 

2.031+ + 0,055 

2,0l+0 ± 0,055 

1.979 + 0.055 

1.986 + 0.055 

2.025 + 0.055 

1.960 + 0.050 

1.897 ± 0.060 

1.916 + 0.050 

Pu-21+1 

E keV n 

1180 ± 25 

II+70 + 22 

1700 ± 21 

0„ barns 

1.620 ± O.OI+5 

1.707 + 0.050 

1.739 ± 0.050 

E keV n 

2010 ± 19 

22I+O + 17 

2630 + 16 

0„ barns 

1,700 ± 0.050 

1,613 ± 0.050 

: 1.569 + 0.055 
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VJSCUSSJOHS 

L. Stewart I only want to make a comment. I believe the Hansen data have 

been lowered by 1% since the Vienna meeting. Those you show may be the 

old data. 

A. Smith I looked at this experiment briefly. The measurement depends on 

the ratio of the fission counter rate to that of a flat detector at an equal 

angle with respect to the D(d,n) reaction. Do you have an idea on how 

sensitive the result is to the exact angle? 

H. Derrien No, I do not. 

A. Smith The D(d,n) reaction has a drastic angular dependence. There may 

be a problem. 

R. Peelle Does the paper indicate what the systematic errors are? Was it 

the same fission chamber as used before? 

H. Derrien You will find information on the systematic errors in the pre­

vious papers ('73 Kiev, '71 Knoxville). 



225 

235 239 
ABSOLUTE MEASUREMENTS OF U ANL ^ u FISSION CROSS 

SECTIONS WITH PHOTONEUTRON SOURCES* 

M. C. Davis, G. F. Knoll, and j. C. Robertson 

The University of Michigan 
Ann Arbor, Michigan 48109 

ABSTRACT 

235 239 
The fission cross sections of U and Pu for Na-Be, La-Be, 

Na-D, and Ga-D photoneutrons have been measured absolutely (i.e., 
without significant dependence on other cross section data). The 
neutron flux at the targets was calculated from the experimental 
geometry and tv using a manganese bath to compare the photoneutron 
source yield with the standard source NBS-i:.. Fission counts were 
accumulated with the source positioned symmetrically between two 
identical foils and detectors in an experiment package suspended 
in a low-albedo laboratory. Fission fragments passing through 
limited solid angle apertures were recorded on polyester track-
etch films. The masses of the foil deposits were determined by 
microbalance weighings and confirmed by thermal fission and alpha 
counting. After making a correction for the calculated energy 
distribution of the source neutrons, values of 1.471, 1.271, 1.161, 
and 1.210 barns were obtained for the -̂̂ Û fission cross section 
at neutrons energies of 140, 265, 770, and 964 keV, respectively. 
Corresponding values of 1.465, 1.490, 1.678, and 1.644 barns were 
derived for ^^^Pu. Present uncertainties are about 2.0% for the 
2 ^ % values and 2.5% for the 239pu results. 

INTRODUCTION 

235 
In the establishment of an accurate U fission cross section standard, 

it is highly desirable that independent methods of absolute neutron flux 
determination be employed. There are only a few absolute measurements of 
the 239pu fission cross section in the 100 keV to 1 MeV energy region and 
there is clear need for further data. Noteworthy aspects of these measure­
ments include using the manganese bath method as the basis for absolute flux 
determination, and applying track-etch techniques for fission fragment 
counting through limited solid-angle apertures. 

*Work supported by Division of Research, USERDA. 
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EXPERIMENTAL METHOD 

In the present work, four photoneutron sources emitting nearly-monoener-
getic neutrons were employed to measure the ^^^U and •̂''Pu fission cross 
section at 140, 265, 770, and 964 keV. Details of the ^^^U measurement at 
964 keV have been previously described [1]. The Ga-Be, Na-D, and La-Be 
neutron sources made use of interchangeable spherical cores of compacted 
03003, ^^^» °^ La203 powder sealed in thin aluminum shells. Hemispherical 
shells of deuterated polyethylene or beryllium surrounded the core. Fig, 1 
shows the NaF core, the deuterated polyethylene shells, and mold used in 
forming the shells. The fourth neutron source consists of a compressed NaF 
core surrounded by a permanent spherical shell of beryllium. With the excep­
tion of the pre-assembled Na-Be source, the inner core is separately irradi­
ated to prevent radiation damage to the outer shells in a reactor neutron 
flux of lO-'-̂  n/cm^-sec. 

TABLE I 

Source Characteristics 

Source 

Na-Be 
La-Be 
Na-D 
Ga-D 

Inner Core 
Diameter 
(cm) 

3.01 
2.38 
2.38 
2.38 

Outer Shell 
Diameter 
(cm) 

3.60 
3.61 
3.65 
3.65 

Halflife 
(hrs) 

15.00 
40.23 
15.00 
13.95 

Median 
Energy 
(keV) 

964 
770 
265 
140 

Initial 
Neutron 
Activity 
(n/sec) 

5 X 10^ 
2 X 10^ 
2 X 10^ 
6 X 10^ 

Uniform activation during the irradiation is assured by continuously rotating 
the source at the reactor mid-plane to a saturated activity. The source is 
then remotely transferred to the adjacent hot cave where the photoneutron 
target shells are added (not necessary for the pre-assembled Na-Be source), 
The assembled source is transferrea to a low-albedo laboratory. 

The fission rate measurement and the manganese bath source comparisons 
were carried out in a thick-walled concrete cell with a mean inside diameter 
of 4.2 m. All the interior surfaces of the cell are lined with a 5 cm layer 
of anhydrous borax to reduce the return of moderated neutrons into the 
experimental area. The manganese bath was drained during the fission rate 
measurement in order that the full advantage of the borax lining be realized. 

At the center of the low-albedo cell, the photoneutron source was 
positioned symmetrically between two track-etch fission detectors as shown 
for a plutonium measurement in Fig. 2. The source and detectors were sup­
ported by a light-weight tubular framework which was enclosed in a cadmium-
lined drum 60 cm in diameter. The uranium measurements at 140, 265, and 964 
keV were in a helium environment whereas the 770 keV measurement was con­
ducted in vacuum. All plutonium measurements were in vacuum using a smaller 
tubular framework inside a 23 cm diameter brass containment cylinder. 

The total fission rate with the dual limited solid angle detectors 
is insensitive to the positioning of the neutron source, so that an accurate 
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measurement of the location of the highly radioactive photoneutron source was 
not necessary. Each detector supported one of two nearly Identical target 
foils of 1 mg/cm thick deposits on 20 mil platinum. The timing of the 
track accumulation period was defined by placement of the photoneutron source 
in the detector package source well for the measurements in vacuum, and by 
electrically actuated shutters that interposed between the fissionable de­
posit and the track-etch film for the helium environment. Two runs were made 
for each measurement varying the dual foil spacing from 10 cm to 18 cm to 
permit evaluation of the background due to room-return neutrons. 

The polyester track-etch films were etched in KOH to develop the tracks 
to an average diameter of about 14 fim. The tracks were counted manually on 
a projection microscope. A measurement of the track diameter distribution 
was carried out prior to counting each sample as a basis for distinguishing 
the larger fission tracks from the smaller alpha and background pits. Track 
counting- of all close spacing runs were repeated with a reproducibility 
within 0.5%. 

Following the fission rate measurements, the neutron source was trans­
ferred to a continuously sampled manganese bath. Measurements of the stan­
dard NBS-II before and after each run served to absolutely calibrate the 
bath. A computer code was developed to unfold the time dependence of the 
photoneutron exponential decay, ^^En. activation, and the mixing delays in 
the bath-detector system. 

The m=isses of the deposits were determined by the supplier, Isotope 
Target Laboratory at Oak Ridge National Laboratory, by means of microbalance 
weighings. The relative isotopic content was determined by mass spectro-
graphic analysis also performed by ORNL. Confirming mass assays by alpha 
and thermal fission counting were conducted at the National Bureau of 
Standards. 

CORRECTIONS AND RESIDUAL UNCERTAINTIES 

The largest single uncertainty in the experiment was approximately 1% 
error associated with track counting statistics, reproducibility, and dis­
crimination between fission fragments tracks and alpha pits. The next 
largest source of error was the uncertainty in detector efficiency arising 
from uncertainties in the angular distribution of fission fragment emission. 
Table II summarizes our anisotropy evaluation based on the available data 
for the empirical fitting function W(9) = 1 + A cos^e. The column headed 
"AA" lists estimated uncertainties in the anisotropy factor, and the "Aa^" 
column shows the corresponding uncertainties in the cross section which 
result. Independent measurements of the anisotropy factor at each of the 
source energies are currently underway, using facilities at the Argonne 
National Laboratory, and may eventually modify some of the cross section 
values reported here. 

The neutron yield of NBS-II was taken as the average of the results 
of four independent calibrations by NBS, BIPM, NPL, and ANL. An uncertainty 
of ± 0.5% in the average was estimated based on intercomparison of the 
independent calibrations. 
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TABLE II 

Fission Fragment Emission Anisotropy Evaluation 

Neutron 
Energy 
(keV) 

140 
265 
770 
964 

A 

.007 

.030 

.111 

.117 

235,, 

AA 

+.007 
+.010 
+.015 
+.015 

Aa, 

+.262% 
+.458% 
+.517% 
+.643% 

A 

.080 

.109 

.117 

.116 

239„ 
Pu 

AA 

+ .015 
+ .015 
+ .015 
+ .015 

Aa, 

+.709% 
+.686% 
+.467% 
+.681% 

235 
The deposit masses are uncertain to an estimated +0.5% for U and 

+1.4% for ^^^Pu. For the uranium deposits, this uncertainty :.llows for an 
order of magnitude less accuracy in the weighings claimed by ORNL due to 
possible contamination during the deposition and firing operation and any 
stoichiometric imperfections. In addition, thermal fission counting at 
the National Bureau of Standards confirmed the original assay to within a 
1.0% measurement uncertainty. A gold-overlay of the plutonium deposits 
since the original assay at ORNL necessitated a second mass determination 
by alpha counting performed at NBS relative to a standard plutonium foil. 
A resulting uncertainty of 1.4% is dominated by the uncertainty in the 
standard foil. 

Neutron calibration by the manganese bath technique requires corrections 
for parasitic capture in elements other than ^In. Other corrections and 
residual errors investigated include absorption in the source dry well and 
in the source itself, photoactivation of the bath due to the natural deu­
terium content, neutron streaming and penetration, mixing delay in the bath-
detector system, and bath counting statistics. Total estimated error from 
these corrections in the source yield ratio to NBS-II never exceed .3%. 

Scattering from the deposit backing and immediate surrounding mass were 
calculated by Monte Carlo methods. These corrections are as much as 3.5 
(+.5)% in increased flux at the deposit surface for Ga-D neutrons to as 
little as 2.0 ,£.3)% for Na-Be neutrons. An additional 1 (+.3)% scattering 
contribution arises in the plutonium measurements from the containment vessel. 
Geometrical uncertainties in the source-detector spacing and deposit-aperture 
spacing contribute +0.5% uncertainty. 

An adjustment to reduce the measured value to a point energy was calcu­
lated using the ENDF/B-IV fission cross section shape and Monte Carlo gen­
erated neutron energy spectra shown for the four photoneutron sources in 
Fig. 3. Since the fission cross section shape is slowly varying over the 
photoneutron energy range for both ^^^U and ^^^?u, this correction is for 
most cases less than 1 (+.3)%. The exceptions are the lower energy points, 
140 and 265 keV, for 235u where a steeper negative slope (see Fig. 4) in the 
fission cross section results in a correction as large as 3%. 
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RESULTS AND CONCLUSION 

239 235 
Fission cross section values and the Pu/ U ratios are listed in 

Table III. 

TABLE III 

Fission Cross Section Values from Photoneutron Sources 

Cross Section (barns) 

M . T7 (^, ,7̂  235,, 239,, 239„ ,235,, 
Neutron Energy (keV) U Pu Pu/ U 

140 1.471+.030 1.465+.040 0.996+.025 
265 1.271+.025 1.490+.040 1.172+.030 
770 1.161+.025 1.678+.045 1.445+.035 
964 1.210+.025 1.644+.040 1.359+.035 

Work remains in progress on a more accurate evaluation of the room-
return background and in measurement of fission fragment anisotropy values. 
A recalibration of NBS-II will be carried out at the National Bureau of 
Standards in the near future. 
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VJSCUSSJOHS 

C. Bowman By using two foils you reduce the error in the source distance 

determination, but there is also an error associated with the position of 

the source on the plain perpendicular to the sample-sample-line, 

G. Knoll Yes. But both have zero slope. Both are in effect second order 

uncertainties. The uncertainty is much less severe in the plain parallel 

to the foils, than it is along the sample-sample-line. 

J. Behrens On the uranium foils, you converted the UO. at 800 degrees. On 

what were the 800 degrees based? 

G. Knoll As far as I am concerned it was an arbitrary choice. I think it 

came originally from Geel. 

J. Behrens The reason why I bring this up is that in a recent experiment 

I did, the same question came up and someone convinced me one should not go 

beyond 600 degrees. Then one starts to convert U-0„ back to something less 
J o 

in oxygen. 

G. Knoll I think there is documentation of the stoicheiometry at this 

temperature. 

S. Whetstone Do you depend on the NBS II Standard? How good is it? 

G. Knoll We are completely dependent on NBS II Standard. There have been 

four independent calibrations of NBS II. All results are within ± 0.5%. 

A. Smith Did you check your technique by measuring V of Cf. 

G. Knoll Yes, we did. I did not want to talk about this today, the value 

is preliminary and is embarrassingly close to the IAEA value. 
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PART.II ABSOLUTE MEASUREMENT OF 14.6 MeV NEUTRON FISSION 
CROSS SECTIONS OF 235u AND ^38^ 

M. CANCE, G. GRENIER 

Service de Physique Nuoleaire 
Centre d'Etudes de Bruyeres-le-Chatel 
B.P. n° 61, 92120 Montrouge, France 

ABSTRACT 

235 
Absolute measurements of 14.6 MeV fission cross sections of U and 

238u have been made with a double 4Tr ionization chamber. The associated 
particle method was used. 

The final values of a^^fC^^^U), aj^,(^^^U) and a^,(^"^^U)/a^,(^-^\) 
are given with 1.9, 2.2 and 3 % uncertainty respectively. 

INTRODUCTION 

The value of the neutron fission cross section near 14 MeV is particulary 
important because measurements of cross section shapes are frequently normal­
ized in this region. Furthermore, CZIRR and SIDHU [ij have obtained a value 
7 % lower than that of ENDF/BIV evaluation for the 235u fission cross section 
near 14 MeV, 

A first absolute measurement of 14,6 MeV neutron fission cross section of 
235u, presented at the A,N,S, Conference at San Francisco [2], was in good 
agreement with this low value. 

We have made a new measurement with other deposits permitting a better 
determination of the number of atoms per cm^. 

EXPERIMENTAL TECHNIQUE 

The experimental arrangement is shown in Fig. 1 . 

1°) Fission detector 

The fissions were detected in a double 4IT ionization chamber containing 
a deposit of ^^-'V and one of ^^°U on vyns foils. 

The chamber was cylindrical with a 6.6 cm diameter and a height of 10 cm ; 
the inox cylinder wall was 0.08 cm thick and 0.05 cm for the front side. 
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2°) Neutron source 

The 14.6 MeV neutrons were produced by the T(d,n) He reaction with a 550 
keV Van de Graaff accelerator. The deuterons energy was 210 keV and the alpha 
detection angle was 125°. 

3°) Samples 

These samples were fabricated by the B.C.M.N. of EURATOM in Geel, Belgium. 
The deposits were 60 mm in diameter, about 100 yg/cm^ of UF^ evaporated on 85 
Vig/cm̂  vyns foils, metalized by 20 pg/cm^ Al. Table I gives the areal densi­
ties of deposits and isotopic compositions of the fissionable materials used. 

TABLE I 

Isotopic Compositions and Areal Densities 
of Deposits (l̂ *- Measurement) 

Isotopic composition (at %) 

Sample 

235u 

238y 

234 

u 

1.6653 

0.00016 

235 
U 

97.663 

0.01755 

236^ 

0.1491 

< 0.00001 

238y 

0.5229 

99.9823 

Areal Density 
(yg/cm^) 

110.2 

79.9 

§§n}El£§_H§?^_f°E_£l}S_§££2S^_5£§£IiI£5£D£* 

These samples were fabricated at the Bruyeres-le-Chatel Center. 
The deposits were 60 mm in diameter, about 100 yg/cm^ of uranium acetate 
electrosprayed on 20 yg/cm^ vyns foils, metalized by 20 ug/cm^ Al. Table 
II gives the areal densities of deposits and isotopic compositions of the 
fissionable materials used. 

4°) Experimental method and data acquisition 

The absolute measurement was done with the associated particle technique ; 
the alpha particles were detected by a solid state diode. 

The time of flight method was used to determine the background due to the 
alpha activity of the deposit and to fissions induced by low energy neutrons. 
An accurate background correction was obtained using a biparametric acquisi­
tion of pulse height and time pulses. 
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TABLE II 

Isotopic Compositions and Areal Densities 
of Deposits (2^^ measurement) 

Sample 

235^ 

238^ 

Isotopic Composition (at %) 

234 

1,46 

1,92 

235 

u 

98,25 

0,03 

236y 

0.09 

238^ 

0.20 

98.05 

Areal density 
(yg/cm^) 

103.5 

75,8 

The associated particle method is based essentially on a good determina­
tion of the number of atoms per cm^ of the uranium deposit. 

If the solid angle of the cone of neutrons associated with the detected 
a particle is safely smaller than the solid angle subtented by the uranium 
deposit, no geometric factors enter into the calculation of fission cross 
section. Only fissions in coincidence with these a particles are analyzed. 

5") Determination of Number of Atoms Per cm^ 

First Measurement 

Our 
number 
B.C.M.N 
ry with 
phragms 
ity of 
cm^ for 

235, 
first measurement of the fission cross section of ""'•'U was based on a 

of atoms per cm^ (̂ at̂  obtained from low geometry a counting made by 
at Geel. The same total alpha activity was obtained in our laborato-
this procedure. However other measurements made with different dia-
placed between the deposit and the detector have shown an inhomogene-
the deposit. These new measurements have given a number of atoms per 
the area S, determined by the cone of neutrons associated on the 

deposit, 2.4 % smaller than the original n̂ -̂, with an uncertainty of 2.5 %, 

O O Q 

The fission cross section of U was based on a number of atoms per cm^ 
obtained from 4ir a counting made by B,C,M,N, at Geel and in good agreement 
with our measurement. The very low a activity of the sample does not permit 
us to measure the homogeneity of deposit, and the Oj^f(238u) obtained is not a 
significant value, 

Second_Measurement 

The area of deposits were determined with good precision. Homogeneity 
measurements have been made from 234u alpha counting, A small difference 
between the average number of atoms per cm^ for the S area and the average 
n^t for the whole deposit has been found 
deposits respectively. 

0,1 % and 0,2 % for 238u and 235u 
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The half lives of isotopes recommended by VANINBROUKX [3] were used, 

CORRECTIONS AND UNCERTAINTIES 

For both measurements the following corrections have been made : 

1°) Fission Detector Efficiency 

The fraction of fragments, which leave the deposit with energies below 
the electronic bias was obtained by extrapolation to zero pulse height, A 20 % 
uncertainty was allowed for that correction. 

The fraction of fragments absorbed in the sample was calculated with a 
Monte Carlo technique. 

The path length of the fission fragments in composite systems was obtain­
ed from an empirical stopping power relation [4j, A 20 % uncertainty was also 
assumed for this correction, 

2°) Neutron Attenuation in Target Backing and in Front Side of the Fission 
Chamber 

The error on that attenuation was assumed to be 20 %, 

3°) Fissions Due to Other Isotopes of Uranium 

These fissions were calculated and a 10 % uncertainty was assumed for 
this correction. 

The effect upon the cross section caused by those corrections and the 
other uncertainties are listed in Table III and IV respectively for the first 
and the second measurement, 

The total uncertainties are the root - mean - square of all the errors, 

RESULTS AND DISCUSSION 

The final values of anf(^^^U), OnfC^^^U) and Onf (^^%/onf ("^U) are 
given with 1.9, 2.2 and 3 % uncertainty respectively. Our results are compar­
ed to data from other experiments and to the values of ENDF/B IV in Table V. 

235 
Our first value of a^fi U) though obtained with a large uncertainCv 

is in very good agreement with our second value. 

Our final values obtained from the second measurement agree very well 
with the recent data of CZIRR and SIDHU [l], BEHRENS et al, Ts] and ALKAZOV 
[6Jand confirm lower values than that of ENDF/B IV for o ^(2i5u) and 
a ^(238u). nf 
nf ' 
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TABLE III 

Uncertainties for the first measurement 

EFFECT 

Statistical 

Extrapolation to zero pulse height 

Lost of fissions 

Number of atoms per cm^ 

Neutron attenuation in target backing 

Neutron attenuation in front side of 
fission chamber 

Fissions in other isotopes 

Total uncertainty of result 

Uncertainty,% 

235 

1 

0.23 

0,18 

2,5 

0,36 

0,3 

0,15 

2,75 

238^ 

1.7 

0,5 

0.14 

Undetermined 

0.36 

0.3 

Negligible 

Undetermined 
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TABLE IV 

Uncertainties for the second measurement 

EFFECT 

Statistical 

Extrapolation to zero pulse height 

Lost of fissions 

Number of atoms per cm^ 

Neutron attenuation in target backing 

Neutron attenuation in front side of 
fission chamber 

Fission in other isotopes 

Total uncertainty of result 

Total uncertainty of ratio 

Uncertaintyj% 

235 

u 

0,9 

0,6 

0,19 

1,4 

0.36 

0.3 

0.2 

1.85 

238̂ ^ 

1,5 

0,7 

0.17 

1.35 

0.36 

0.3 

0,4 

2,23 

2.82 
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TABLE V 

Comparison of various results 

Fission cross 
section (barns) 

E = 14,60 ± 0.13 MeV 
n 

235 
U 

238^ 

238^/235^ 

CZIRR and 
SIDHU 

[1] 

2.075 
± 0.04 

BEHREMS 
et al. 

[5] 

0,563 
± 0,009 

ALKAZOV 

[6] 

1,17 
± 0,01 

ENDF/ 

B IV 

2,214 

1,22 

0.55 

Present 
Results 
(ist) 

2.068 
± 0.058 

Present 
Results 
(2"^) 

2.063 
±0.039 

1.149 
± 0.025 

0.557 
± 0.017 
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VJSCUSSJOHS 

R. Peelle Was the target much thinner than the deuteron range? Or did they 

stop in the target? 

G. Grenier They stopped. 

R. Peelle So the size of the fission plates was enough to take into ac­

count the change in angular distribution caused by the deuteron when it 

goes all the way from 200 keV to zero, because this changes the opening 

angle. 

G. Grenier We first made a measurement of the neutron cone with a small 

scintillator and determined the axis. 

R. Peelle You have mapped the neutrons as a function of position? 

G. Grenier Yes. 

R. Peelle Second question. Did you check the importance of the scattering 

of the a-particles in the tritium source. The a-particles can change direc­

tion due to scattering in the absorbing target material. 

G. Grenier No, we did not. 

L. Stewart I was more concerned that you have to know the solid angles of 

these detectors and you have not any error related to this. 

R. Peelle Let me answer. The method is based on the assumption that all 

the neutrons go through the sample and it does not matter where they go 

through if the sample is uniform. 

L. Stewart As long as the sample is uniform and the a-detector has 100% 

efficiency. 

R. Peelle All a's were detected. 
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THE "̂̂ Û AND ^^^U NEUTRON INDUCED FISSION CROSS SEC­

TIONS RELATIVE TO THE H(n,p) CROSS SECTION 

B. Leugers, S. Clerjacks, P. Brotz, D. Erbe, D, Groschel 

G, Schmalz, F, VoS 

Instltut fiir Angewandte Kernphysik 

Kernforschungszentrum Karlsruhe, F. R. Germany 

ABSTRACT 

The fission cross sections of ^^^U and ^^®U have been mea­
sured with the fast neutron time-of-flight facility at the 
Karlsruhe Isochronous Cyclotron in the range from 1-20 MeV. 
Fission events were detected with gas scintillation counters 
requiring coincidences from both fission fragments. The fast 
neutron flux was measured with a telescope-like proton recoil 
detector. The transmission flux detector allowed a simultaneous 
measurement of the neutrons at the fission foil position. The 
fission cross sections have counting uncertainties of less 
than '̂ 3 % for most of the ^^^U-data points and of less than 
'^h % for most of the ^^®U-data points. 

INTRODUCTION 

The knowledge of the fission cross section of ^^®U and ^^^ U is essential 
for fast reactor technology. The cross section of ^^®U is of considerable 
importance with respect to its use as the major breeding material in a fast 
reactor. In addition its interest is due to the use of ^^U (n,f) as a thresh­
old reaction in neutron spectra measurements. The cross section of ^^ U is of 
major importance mainly because of its use as a standard reference cross sec­
tion. The accuracy requested presently by the users of such data is of the or­
der of 1-2 %. However major discrepancies exists between several groups of 
data, which are still as large as 5 %. 

In this contribution we describe a new experiment for a determination of 
the fission cross sections of ^^®U and ^^^U. The experiment aimed to obtain 
additional information on the fission cross section in the whole energy 
range from 1-20 MeV. Such measurements seemed desirable, particularly since 
relatively few measurements covered the entire energy region of interest for 
applied purposes. 
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EXPERIMENTAL 

Only a brief description of the experimental method will be given here, 
since it has been described in detail in another contribution of the meeting^', 

For the measurement of the fission yields and the incident neutron ener­
gies standard time-of-flight techniques were employed. The fission detectors 
with fission foils of ^'^U and ^^®U were placed alternately in the same 
neutron beam at the 57 m flight path of the fast neutron time-of-flight 
facility at the isochronous cyclotron and irradiated simultaneously. The 
nominal overall resolution in the measurements was 0,08 ns/m. But, in the 
low energy range some channel grouping was employed to improve the counting 
statistics. A special collimation system provided a neutron beam of 7 cm dia­
meter at the fission detector position. 

Fission Detectors 

Fission events were detected by measurement of both fission fragments 
in gas scintillation counters. A detector arrangement of nine gas scintilla­
tion counters in series described previously was employed ). Measurements 
were made on four U and four U samples of 7 cm diameter containing 
'̂ '400 Ugr/cm.^ uranium. The uranium was in oxide form and was deposited on 
170 ygr/cm^ vyns foils metallized by 20 ygr/cm^ aluminum. Sample preparation 
was made at the CBNM Euratom Laboratory in Geel, The foils divided optically 
two neighbouring chambers from each other in a plane perpendicular to the 
neutron beam. Each scintillator cell was viewed through a quartz window by one 
Valvo 56 DUVP photomultiplier. The scincillator was continuously flushed with 
a mixture of 85 % argon and 15 % nitrogen. Fission events were separated 
from a-background and electronic noise by pulse height discrimination and by 
coincidences between the photomultipliers on each side of a fission foil. 

Flux Measurement 

The incident neutron spectrum at the 57 m detector position was measured 
with a special telescope-like proton recoil device described elsewhere^-^. 
The device, which was designed for fast neutron flux measurements between 
1-30 MeV obtained with the Karlsruhe isochronous cyclotron, involves solid 
radiators and gas scintillation transmission counters. Neutron flux measure­
ments over the entire region was iccomplished with two different counter 
systems, one for the range from 1-6 MeV, another for the range between 5-30 
MeV with a small energy range of overlap. In the range from l-6MeV where 
no spurious background from other neutron induced charged particle reactions 
is obtained, the protons from a thin radiator foil are detected in a single 
gas scintillation chamber viewed by three photomultipliers. For observation 
of a recoil proton a threefold coincidence within 15 nsec is required. Above 
the energy range of 0.5 MeV high aiergy protons are identified by coincidences 
in three scintillation chambers ,which are arranged in series along the neutron 
beam axis, and by determination of their specific energy losses. 

The arrangement of the flux counters in the neutron beam is shown in 
Fig. 1. Both counters are placed beyond the end-collimator as shown here. 
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The flux counters were set at a distance of '^KS m apart from the fission 
detectors and fission foils were simultaneously irradiated in the same 
neutron beam. The diameter of the cylindrical chambers of the flux counters 
is chosen sufficiently large compared to the diameter of the traversing 
neutron beam, so that all massive parts are well shielded from neutrons and 
y-rays coming from the cyclotron source. Thus, the neutron beam traverses 
only the thin entrance and exit windows of the chambers, the two radiator 
foils and the scintillator gas. This results in a high transmission of the 
flux counter of better than-99,9 % introducing only a negligible distor­
tion of the original neutron spectrum. With the overall efficiencies of the 
flux counters,which range from 1-4 x 10"^ in the whole energy region between 
1-30 MeV an accuracy for the determination of the neutron flux of about 
3-4 % was obtained between 1-30 MeV, Below 1 MeV the accuracy decreased to 8 
due to the rapid decrease of the efficiency for proton detection of the low 
energy system, 

DATA ANALYSIS 

Corrections 

Corrections were applied for a number of effects which were small in 
general due to the conditions chosen for the experiment. As sources for cor­
rections the following effects have been considered: 

Background: The time-independent background was determined from the time-
interval between the prompt y-peak and the begin of the fast neutron spectrum. 
This background was low, typically smaller than 1 % and did not exceed 5 % 
even for U at the lowest measured energy of 1.2 MeV. Time-dependent back­
ground was investigated by a comparison of resonance transmission shapes of 
carbon. Such searches indicated that the time-dependent background was neg­
ligible in our experiments, although the possibility of a 2 % contribution 
from such background could not be excluded. 

Energy dependent detectors efficiency: The energy dependence of the efficien­
cy due to the incident neutron momentum was calculated with a computer pro­
gram employing mainly the treatment of Rossi and Staub ). In this program 
the absorption of fission fragments in the foil and the backing is calculated 
from the thicknesses of the various layers of the samples, the ranges and 
the energy losses of fission products in the corresponding materials ). It 
turned out from these calculations that the total efficiencies in our experi­
ment changed from 78.9 % at 1 MeV to 77.1 % at 20 MeV incident neutron 
energy. 

Electronic threshold and dead time corrections: The electronic threshold 
correction was determined by extrapolating the pulse height distributions at 
both sides of the foil to the zero value. The result showed that at maximum 
in 20 % of the cases one of the two fission fragments was absorbed in the 
sample. The main error sources of the corresponding correction are thickness 
uncertainties of the aluminum and vyns layers. This can be kept small, if the 
energy loss of a particles passing through the backing is measured accurately 
during the final mass determination. Since the experiment was performed at low 
overall counting rates of '̂'1 kHz, dead time correction due to electronic losses 
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were small. These weie typically of the order of 1 %, 

Sample mass and isotopic composition: The actual areal densities and the 
isotopic composition of the fission foils used in the measurements are shown 
in Table II of ref, 1. It can be seen, that highly enriched ^^®U was used, 
requiring no correction. The mam impurity in U is 5.8 % of U, Thus 
the contribution of fission events from this isotope was not negligible and 
required a correction. This was done with the help of the counting rates 
from the pure U sample which was irradiated m the same neutron beam. 

Flux detector threshold: The largest contribution to the systematic uncer­
tainty is coming from the neutron flux measurement. This contribution 
includes uncertainties in the relative efficiencies for proton detection 
in both fission counters (typically 2 %, max. 5 % at 1.2 MeV), in the H(n,n) 
cross section (2 %) and in the actual flux measurement itself (1-2 % ) . 

Total Errors 

In addition to the standard deviation errors of the measurements which 
are included in the lists of our data we must assign a total systematic error 
to our measurement. The latter is generally energy dependent. Combining 
all systematic errors from spectrum and fission measurements described 
above, the following resulting systematic error was estimated: 4 % for 
energies between 3_14 MeV, 5 % between 2-3 MeV, 5-8 % between 1-2 MeV and 
between 14-20 MeV. 

RESULTS 

In the discussion of our results it is definitely not intended to try 
an extensive comparison with measurements from other laboratories, A detained 
comparison is part of the task of the Experts Meeting to which we contribute. 
It is understood that the production of comparative graphs is part of the 
service which is provided by the organizers, 

235 
U Fission Cross Section 

The results of the measurements are shown in Fig, 2, The numerical 
values are listed in Table I, The measured relative cross sections were nor­
malized at 14 MeV to give a cross section of 2,136 b. At energies below 2 
MeV the data represent 50 keV energy averages of the original time-of-
flight data. Between 2-12 MeV the data were averaged over 100 kev while above 
that energy a grouping of five time channels was made. The errors given in 
third column of the table and by the bars in the figure are statistical 
errors. In these values the effects of background subtractions and isotopic 
corrections were already included. 

The fission cross section of ̂ \̂r is compared in Fig, 2, With some other 
recent measurements made over a remarkable overlapping energy range » f. 
The relative shape of the present cross section agrees within better than 
5 % with the results from Barton et al.^)and with the recent Livermore mea­
surements ' throughout the complete range of overlap. 
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^^^U Fission Cross Section 

The ̂ ^®U fission cross section is shown in Fig. 3. A listing of the 
Karlsruhe results is given in Table II, Energy averages of the data and 
channel grouping was made in the same way as for ̂ ^^U, The relative shape 
of the present cross section was normalized to 1,207 b and 14 MeV, 

In Fig, 3 our results are compared with some high energy results 'prior 
to 1967. The agreement of our data with the data LASL data is satisfactory 
over the whole range from threshold to 20 Mev, The present results agree 
within + 3 % also with those of Pankratov et al.. 
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E (MeV) 
n 

20,075 
19.641 
19,221 
18,814 
18,420 
18,039 
17.670 
17.311 
16.964 
16,627 
16,301 
15,983 
15,675 
15,376 
15,086 
14,803 
14,529 
14,262 
14,003 
13,750 
13,505 
13,266 
13,033 
12,807 
12,586 
12,371 
12.161 
12.038 
11,95.7 
11,837 
11,758 
11.641 
11.526 
11.450 
11.337 
11,227 
11,154 
11,046 
10,939 
10,834 
10,765 
10.663 
10.562 
10,462 
10,364 
10,235 

a / 3 5 , ( , ) 

1,947 
1,947 
2 ,026 
2 ,079 
2 .119 
2 ,158 
2 ,167 
2 ,164 
2 ,211 
2 .221 
2 .220 
2 .312 
2 .276 
2 .274 
2 ,242 
2 ,213 
2 ,186 
2 , 1 0 0 
2 ,136 
2 , 130 
2 ,040 
2 , 0 1 3 
1.954 
1.924 
1.822 
1.795 
1.763 
1.773 
1.759 
1,669 
1,719 
1,748 
1,759 
1.740 
1.723 
1.698 
1,705 
1,720 
1,723 
1,670 
1,741 
1,688 
1,675 
1,712 
1,722 
1,739 

S t a t 
Unc, 
(%) 

1, 1 
1.1 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1,0 
1,0 
1,0 
0 ,9 
1,0 
1,0 
1,0 
1,0 
1,0 
1,0 
1,0 
1, 1 
1.1 
1, 1 
1,2 
1,2 
1,2 
1,3 
1,3 
2 ,1 
1,7 
2 , 2 
1,8 
1,8 
2 . 2 
1,8 
1,8 
2 , 3 
1,9 
1,9 
1.9 
2 . 4 
1,9 
2 , 0 
2 . 0 
2 . 0 
2 . 0 
1.8 

TABLE I 
235 

F i s s i o n Cross S e c t i o n of 

E (MeV) 
n 

10.140 
10.046 
9 .954 
9 .833 
9 .743 
9 ,655 
9 .539 
9 .454 
9 .342 
9 .232 
9 . 1 5 0 
9 .044 
8 ,939 
8,836 
8 ,734 
8,635 
8.537 
8.441 
8 ,346 
8 ,253 
8,139 
8 ,050 
7 ,940 
7 ,853 
7 ,748 
7 ,644 
7 ,542 
7 ,443 
7 ,345 
7,249 
7 ,155 
7 ,045 
5 ,937 
6 ,849 
6 ,746 
6 ,645 
6 ,547 
6 ,450 
6 ,340 
6 .248 
6 ,143 
6 ,056 
5 ,956 
5 .844 
5 .750 
5,644 

a/35„(t) 

1,746 
1,700 
1,726 
1,718 
1,717 
1.738 
1.741 
1.806 
1.735 
1.697 
1.731 
1.706 
1.741 
1,791 
1.751 
1.819 
1.724 
1.750 
1.717 
1.774 
1,745 
1,630 
1,712 
1,771 
1,704 
1,701 
1.730 
1.689 
1 ,650 
1,603 
1.595 
1.461 
1,497 
1,558 
1,397 
1,424 
1,305 
1,285 
1.151 
1. 191 
1.173 
1.098 
1 .108 
1 ,037 
1.071 
1 .008 

S t a t . 
Unc, 
(%) 

2 ,1 
2 ,1 
2 ,1 
1,9 
2 , 2 
2 ,2 
1,9 
2 ,2 
2 , 0 
2 . 0 
2 , 3 
2 ,1 
2 ,1 
2 ,1 
2 ,1 
2 ,1 
2 , 2 
2 ,2 
2 . 3 
2 , 0 
2 , 3 
2 , 2 
2 , 4 
2 .2 
2 . 2 
2 . 3 
2 . 3 
2 . 3 
2 . 4 
2 , 5 
2 . 5 
2 ,4 
2 , 4 
2 ,6 
2 ,6 
2 ,6 
2 ,7 
2 ,6 
3 ,0 
2 . 8 
3,1 
3 . 0 
3 .0 
2 ,9 
3 .1 
3 .0 

U 

E (MeV) 
n 

5.541 
5 .442 
5 ,344 
5 .250 
5 .146 
5 .046 
4 .949 
4 , 8 4 3 
4 ,742 
4 ,643 
4 ,548 
4 ,446 
4 ,348 
4 ,244 
4 ,144 
4 ,048 
3 .947 
3 ,850 
3 ,750 
3,647 
3,547 
3,446 
3 ,349 
3 .250 
3.151 
3 .050 
2 .950 
2 ,849 
2 .750 
2 .647 
2 .549 
2 .450 
2,349 
2 ,248 
2 ,147 
2 ,047 
1,973 
1,923 
1,872 
1,824 
1,775 
1,726 
1.674 
1.625 
1.574 
1.524 

235 
a / - ^ ^ U ( b ) 

1,078 
1,073 
1,050 
1.096 
1.078 
1,078 
1,142 
1,172 
1,152 
1,169 
1,189 
1.143 
1.116 
1,149 
1,176 
1,187 
1, 186 
1,212 
1 ,146 
1,164 
1,177 
1, 167 
1,182 
1,183 
1,218 
1,206 
1,264 
1,237 
1,247 
1,203 
1,257 
1,245 
1 ,290 
1,276 
1,325 
1.274 
1.308 
1.286 
1,273 
1.290 
1.280 
1.308 
1,275 
1.244 
1.291 
1.293 

S t a t . 
Unc. 

2 . 9 
3 . 0 
3 . 0 
2 . 8 
2 .9 
2 .9 
2 . 8 
2 . 7 
2 . 7 
2 . 7 
2 .6 
2 ,6 
2 ,7 
2 . 5 
2 . 5 
2 , 4 
2 , 4 
2 , 4 
2 , 3 
2 , 3 
2 , 2 
2 ,2 
2 ,1 
2 ,1 
1,9 
2 , 0 
1,8 
1,8 
1,8 
1,8 
1,7 
1,6 
1,6 
1,5 
1,5 
1,5 
2 ,1 
2 . 0 
2 .1 
2 . 0 
2 .1 
2 . 0 
2 . 0 
2 . 0 
2 . 0 
1,9 
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TABLE I (Con td . ) 

235, 
E (MeV) 
n 

1.474 
1,424 
1.374 
1.324 
1.274 
1,224 

0^ ""U(b) 
f 

1,291 
1.232 
1,264 
1,278 
1,211 
1.252 

Stat, . Uncertainty 
(%) 

1,9 
2,0 
1.9 
1.9 
1,9 
1,9 
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TABLE I I 

238, 

E (MeV) 
n 

20 ,075 
19,641 
19,221 
18,814 
18,420 
18,039 
17,670 
17,311 
16,964 
16,627 
16,301 
15,983 
15,675 
15,376 
15,086 
14,803 
14,529 
14,262 
14,003 
13,750 
13,505 
13,266 
13,033 
12,807 
12,586 
12,371 
12.161 
12.038 
11.957 
11,837 
11,758 
11,641 
11,526 
11,450 
11,337 
11,227 
11,154 
11 .046 
10.939 
10.834 
10.765 
10.663 
10.562 
10.462 
10.364 
10.235 

a,^3'u(b) 

1,424 
1,397 
1,404 
1,419 
1,400 
1,377 
1,381 
1,404 
1.369 
1.421 
1.449 
1.449 
1.404 
1.390 
1.344 
1.290 
1.219 
1.192 
1.207 
1.156 
1,153 
1,103 
1.070 
1.018 
0 .994 
1,008 
1,037 
1,053 
1,031 
0 ,998 
1,013 
1,009 
1,005 
1,012 
1,049 
1,031 
1,010 
0 ,998 
0 ,971 
1 ,016 
0 .976 
0 .958 
0 .977 
1 .056 
0 .982 
1,021 

F i s s i o n 

S t a t , 
Unc, 
(%) 

1,3 
1,3 
1.3 
1.2 
1.2 
1,2 
1,2 
1.2 
1,2 
1,2 
1,2 
1,2 
1,2 
1,2 
1,3 
1,3 
1,3 
1,4 
1,4 
1,4 
1,5 
1,5 
1,6 
1,6 
1,7 
1,7 
1,7 
2 ,7 
2 ,2 
2 , 8 
2 , 3 
2 , 3 
2 ,9 
2 ,4 
2 , 3 
2 ,9 
2 ,4 
2 ,5 
2 , 5 
3 .0 
2 . 6 
2 .6 
2 .6 
2 ,5 
2 ,7 
2 , 3 

Cross S e c t i o n of 

E (MeV) 
n 

10,140 
10,046 
9 ,954 
9 .833 
9 . 7 4 3 
9 ,655 
9,539 
9 .454 
9 ,342 
9 ,232 
9 ,150 
9 ,044 
8,939 
8,836 
8,734 
8,635 
8 ,537 
8,441 
8 ,346 
8 ,253 
8,139 
8 ,050 
7 ,940 
7 ,853 
7 ,748 
7 ,644 
7,542 
7 .443 
7,345 
7,249 
7,155 
7,045 
6 ,937 
6 ,849 
6 ,746 
6 .645 
6 .547 
6 .450 
6 .340 
6 ,248 
6, 143 
6 ,056 
5 .956 
5 ,844 
5 ,750 
5 ,644 

a, u 

0 . 9 6 8 
0 . 9 8 3 
0 .976 
0 .995 
1,017 
0 ,948 
0 ,949 
1,006 
0 ,967 
0.991 
0 .987 
0 .955 
1.012 
0 .974 
0,961 
1.049 
0 .986 
1.002 
0 .961 
0 .955 
0 .966 
0 .972 
0 ,981 
1.009 
0 .970 
0 ,918 
0 ,968 
0 ,964 
0 ,926 
0 .930 
0 ,918 
0 ,908 
0,951 
0 ,910 
0 ,916 
0 ,842 
0 ,826 
0 ,751 
0 ,718 
0 ,646 
0 .639 
0 .672 
0 .560 
0 ,532 
0 ,531 
0 ,520 

U 

S t a t , 
Unc, 
(%) 

2 . 8 
2 . 8 
2 . 8 
2 , 4 
2 . 8 
2 ,9 
2 ,6 
2 ,9 
2 ,6 
2 ,6 
3 ,1 
2 .7 
2 .7 
2 , 8 
2 ,9 
2 , 8 
2 ,9 
2 ,9 
3 .0 
2 . 8 
3,1 
2 , 8 
3 ,2 
2 ,9 
3 ,0 
3 ,1 
3 ,1 
3,1 
3 .2 
3 .2 
3 . 3 
3 .1 
3 .0 
3 ,5 
3,2 
3 ,4 
3 ,4 
3 ,4 
3 ,8 
3 ,8 
4 .1 
3 ,8 
4 , 2 
4 ,1 
4 . 4 
4 . 2 

E (MeV) 
n 

5 ,541 
5 ,442 
5 ,344 
5 ,250 
5 ,146 
5 ,046 
4 ,949 
4 , 8 4 3 
4 ,742 
4 ,643 
4 ,548 
4 .446 
4 .348 
4 ,244 
4 ,144 
4 ,048 
3,947 
4 , 8 5 0 
3 ,750 
3 ,647 
3 ,547 
3 ,446 
3,349 
3 ,250 
3,151 
3 ,050 
2 ,950 
2 ,849 
2 ,750 
2 .647 
2 .549 
2 ,450 
2 ,349 
2 .248 
2 .147 
2 .047 
1,973 
1,923 
1,872 
1,824 
1,775 
1,726 
1,674 
1,625 
1.574 
1.524 

.. 238,, 
â  u 

0 ,528 
0 ,557 
0 , 5 3 3 
0 ,514 
0 ,525 
0 .500 
0 ,534 
0 .570 
0 .543 
0 .592 
0 ,561 
0 ,564 
0 , 5 6 0 
0 ,568 
0 ,558 
0 ,557 
0,561 
0 ,536 
0 ,575 
0 ,566 
0 ,542 
0 ,567 
0 ,511 
0 .507 
0 .538 
0 ,519 
0 , 5 4 0 
0 ,527 
0,529 
0 ,534 
0 ,516 
0,519 
0 ,508 
0 ,542 
0 ,534 
0 ,531 
0 ,535 
0 ,497 
0 ,535 
0 ,523 
0 ,495 
0 ,446 
0 .457 
0,451 
0 . 4 3 3 
0 . 3 9 0 

S t a t . 
Unc. 
(%) 

4 . 2 
4 .1 
4 . 3 
4 . 1 
4 ,1 
4 , 3 
4 , 1 
3 ,8 
3.9 
3 .8 
3 .7 
3 .7 
3 .7 
3 ,6 
3 ,6 
3 ,5 
3 ,5 
3 ,5 
3 ,2 
3 , 3 
3 ,2 
3,1 
3 ,2 
3 ,2 
2 ,9 
3 ,0 
2 , 8 
2 , 8 
2 .7 
2 .6 
2 , 6 
2 ,5 
2 ,5 
2 , 4 
2 , 4 
2 , 3 
3 ,3 
3 ,3 
3 ,2 
3 .2 
3 , 3 
3 ,4 
3 ,3 
3 . 3 
3 ,4 
3 ,5 
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TABLE I I (Contd.) 

238 
E (MeV) 
n 

1,474 
1.424 
1.374 
1.324 
1.274 
1.224 

a^ U(b) 

0.352 
0.265 
0.171 
0.104 
0.087 
0.053 

Stat. Uncert. (%) 

3,7 
4,3 
5,2 
6,6 
7,2 
9.1 
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VJSCUSSJOHS 

W. Poenitz I would like to have a point clarified. We formed from your 

data on U-235 and U-238 relative to hydrogen the ratio U-238/U-235 and this 

agrees at some energies with your quoted ratio values. We concluded that 

the ratio data were not another independent experiment, but derived from 

the measurements relative to H, However, at some energies averages were 

formed. 

S. Clerjacks That is correct. There is only one new normalization for 

Pu-239 which was obtained at the 11 m flight path with quite good statistics. 

CLARIFICATION 

The data reported for the ratio of U-238/U-235 and the absolute values for 

U-238 and for U-235 (basing on the Hydrogen reference cross section) are 

both from a single measurement. However, the normalization of the data 

is somewhat different for the ratio then it is for the individual cross 

sections. Also some channels were averaged for the ratio data but not for 

the individual cross sections. 

(Note added by the Editors after discussion with S. Clerjacks after the 

meeting). 
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THE STATUS OF U-235 FISSION 
AS A CROSS SECTION STANDARD t 

G. W. Carlson and J. B. Czirr 

Lawrence Livermore Laboratory 
University of California 
Livermore, California 9^550 

ABSTRACT 

The present paper is a review of the current 
status of U-235 fission cross section data from ther­
mal to 20 MeV neutron energies. The accuracy achieved 
is compared with the 1% accuracy required of a 
reaction-cross-section standard throughout this range. 
The energy ranges from thermal to 10 keV, 10 keV to 
0,8 MeV and 0.8 to 20 MeV are considered separately 
because of the different experimental techniques re­
quired in each. The goal of normalizing all fission 
cross sections to the thermal value and the current 
degree of success is discussed. 

I INTRODUCTION 

The fission cross section of ^^^U affords an ideal standard 
cross section above approximately 30 keV--it is large enough at 
high energies that essentially transparent detectors can be con­
structed (for use in a transmission mode), detectors are easily 
built and stable, and the Q value is so large that the pulse 
height is independent of neutron energy, 

I will outline the current status of Of in three energy 
regions: a) thermal to 10 keV, b) 10 keV to 0.8 MeV, c) 0.8 MeV 
to 20 MeV. This choice divides the 9 decades into the 3 regions 
where different flux measurement techniques are currently 
needed. 

The emphasis on the cross section below 30 keV is based 
upon the on-going attempt to normalize the high energy region to 
the accurately known thermal value. This program, if success­
ful would afford a valuable check on the absolute measurements 
made above 20 keV, with the potential for improved accuracy. 
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II a FROM THERMAL TO 10 keV 

A, Status 

1) Flux measured with the °Li (n,a) reaction using glass 
sc intillators, 

2) Total error5l,5^ from 7 eV to 10 keV (in wide energy 
bins) , 

3) Not limited by ^L± cross section errors. 
k) Self shielding less than 1%. 

In Table I, we list the results from several measurements 
made at the Livermore 100-MeV Linac, The cross sections from 
thermal to 1 keV represent the weighted average of four data 
sets obtained with three different fission chambers, two dif­
ferent flight paths (and neutron targets) and with the flux 
monitor in front of and also behind the fission chamber. The 
common feature of all measurements was the 1/2 mm thick Li 
glass scintillator used as a flux monitor. The error listed is 
the calculated statistical error on the weighted mean and the 
column labeled Scale Factor is the square root of the observed 
chi-squared per degree of freedom. When the scale factor is 
significantly larger than 1,0, it indicates the possibility of 
systematic differences between the four data sets and should be 
multiplied into the calculated error, (This product is not to 
be used, of course, if the scale factor is less than 1,0.) 

In each case, the data were normalized in the region from 
0,02 to 0,10 eV to a thermal value of 585,^ b, using the cross 
section shape of Leonard, [l]. 

B, Confirmation 

Most measurements in this energy range have been normalized 
to the lowest energy region attained in the experiment. This 
approach sometimes suffers from large self-shielding correc­
tions, from reduced flux available at the lower energies, etc. 
Instead of choosing the lowest energy available, we will normal­
ize the various data sets in an intermediate energy region where 
the corrections are more manageable. Table II lists several 
cross section ratios relative to the thermally normalized Liver­
more data. In each case, the average cross section from 300 eV 
to 1 keV has been set equal to 10,78 b, (The Deruytter data 
were normalized to 585,^ b at thermal since the highest energy 
obtained was 20,5 eV,) The renormalization constant (k) neces­
sary to achieve this is listed at the bottom of each column. 

It is encouraging to note that the average value of 0^/a, 
seldom deviates by more than 1% from unity in the region 
above 200 eV, We may use this last column as an indication of 
the accuracy with which the shape of Of is known in the region 
from 200 eV to ''0 keV. All of the data listed were obtained 
with a 1 0 B flux monitor except the LASL (Lemley) and Livermore 
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sets, which used ^Li, In Table II, the energy dependence of 
the various a^ has not been adjusted for more recent evaluated 
cross sections of B or Li, but was accepted as published. Of 
course, any error in the energy dependence of these standard 
cross sections is reflected in the uncertainty of Of but would 
not appear in a^/Oi^ if the ratio of O B to O L I is approximately 
correct, 

Below 200 eV the picture changes entirely. We notice both 
a downward trend in all O^/o^ and an increased dispersion in the 
values. It is these two effects which are pinpointed by norm­
alizing in the 300- to 1000-eV region. We may then separate the 
problems into two areas: l) What is the energy dependence of 
the cross section relative to the above normalization region? 
2) What is the average cross section in the 300- to 1000-eV 
region relative to a thermal normalization? 

I believe that the results listed in Table I present a con­
vincing case for the lower-than-traditional cross section of 
10,78 b in the 300- to 1000-eV region and that we know the abso­
lute cross section below 10 keV to a total uncertainty of ap­
proximately ± 1% . 

Ill a FROM 10 keV TO 0,8 MeV 

Because of larger uncertainties in the l^B and "Li cross 
sections throughout this energy region, the lower-energy tech­
niques are not applicable at present. One published [7] and two 
unpublished [8] [9] measurements of Of ( 235)/<?nOt( °Li ) over this 
energy range seem to agree satisfactorily, but these results 
cannot be applied to the U-235 problem because of uncertainties 
in o^f^if^Sfo at 50 keV, and larger at higher energies). 

Preliminary data from NBS cover the energy range from 5 to 
600 keV with a coterminous measurement of Of(235) relative to a 
hydrogen-recoil proportional counter, [lO] Such measurements 
should considerably reduce the error in Of in this energy region 
by extending the advantages of thermal normalization above 10 
keV, 

Prior to the publication and acceptance of the above work 
or an improved Ona( Li) measurement, the absolute monoenergetic 
results as summarized in the forthcoming ENDF/B-V files repre­
sent the closest approach to the 1% accuracy required of a 
standard cross section, 

IV Of FROM 0,8 TO 20 MeV 

A, Status 

1) Shape measurement relative to n,p scattering cross 
section, 
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2) Total error in shape ± 1% from 0,8 to 7 MeV 
+ 2% at lU MeV 
±10^ at 20 MeV 

3) Normalization uncertainty ± 2%. 

Because of the breakdown in the thermal normalization tech­
nique, described in section III, the available shape measure­
ments above 0,8 MeV must rely on absolute monoenergetic measure­
ments for accurate normalization. When used in combination, 
the two methods (shape plus absolute) yield an uncertainty of 
2-3^ below 15 MeV, The proposed ENDF/B-V evaluated cross 
section follows closely the single white-source (relative) 
measurement [ll], from 0,8 to ik MeV, when the latter is normal­
ized to 1198 mb over the 3-^ MeV range. From ik to 20 MeV, 
version V represents a compromise•between the data of Reference 
11 and earlier, higher results. The uncertainty at these higher 
energies is increased to encompass the discrepant measurements 
and invalidates U-235 as a standard above approximately 15 MeV, 

B, Confirmation 

Most of the monoenergetic data from 0.8 to 15 MeV lie with­
in t 5% of the accepted curve ( E N D F / B - V ) , with approximately 
equal occurrence of positive and negative deviations. Since 
the spread is considerably larger than the errors quoted in 
Reference 11, it is proposed that the published errors be 
accepted (or rejected) on their own merit. 

V FUTURE IMPROVEMENTS 

At least four areas of improvement are apparent from the 
above summary, 

1) Better flux measurement techniques in the 10 keV 
to 1 MeV region, 

2) Better statistical precision from a white-source 
measurement above 7 MeV, 

3) Confirmation of the average cross section in the 
300- to 1000-eV region relative to a precise 
thermal normalization (preferably in a single 
white-source run). 

h) A precise measurement of the fission cross section 
in the 1-20 MeV region as a function of the angle 
of the fission foils relative to the incident 
neutron beam. 

Finally, I will list the ultimate accuracy predicted for 
several regions covering the full range of energy. 
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min 

Thermal 

0.1 

10 

150 

1 

7 

max 

100 eV 

10 keV 

150 keV 

1000 keV 

7 MeV 

Ik MeV 

Systematic error limit 

Accepted Conjectured 

± 0.5 % + 0.3 % 

0.6 % Q.k % 

3 % 0,6 % 

'̂' 10 ^ 0.6 % 

0,7 % 0,7 % 

1 % 1 % 

The "systematic error limit" assumes negligible statisti­
cal error and applies to the cross section shape only. The 
"accepted" limit refers to a published result, while the "con­
jectured" limit is the predicted limit based on firm con­
straints . 
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TABLE I 

235, Weighted Average Of (Livermore Data) 

E . 
min 

0.025it 
l.h 
7.8 

10 
15 
20 ,5 
33 
kl 
60 

100 
200 
300 
i+OO 
500 
600 
800 
300 

1 
1+ 
7 
8 
9 

10 
20 
ko 
50 
60 

E 
max 

eV 
10 
11 
15 
2 0 , 5 
33 
1+1 
60 

100 
200 
300 
Uoo 
500 
6oo 
800 

1000 
1000 

2 KeV 
5 
8 
9 

10 
20 
30 
50 
60 
70 

0^ (LOW) 

585,!+ b 
87 .67 
76 , U8 
1+3,65 
60 ,32 
36 ,68 
6 2 , 8 3 
i t9 .31 
2l+,02 
20 ,25 
19 .95 
12 ,25 
1 2 . 7 3 
II+.U6 
10 .55 

7.1*1 
1 0 . 7 8 ^ 

0^ (HIGH) 

2 0 , 2 3 b 
1 9 . 3 0 
1 2 , 5 1 
1 2 . 8 8 
1U.2I 
1 0 , 5 2 

7,1+0 
1 0 , 7 8 

6 ,871 
i+.oio 
2.98I+ 
2,751+ 
2 , 8 2 1 
2,31+0 
2 ,016 
1,732 
1.710 
1.706 

a 
^LOW 

± 0 . 5 3 ^ 
0 ,50 
0 ,50 
0 . 7 1 
O.5I+ 
0 ,77 
0 ,55 
0 , 6 3 
0 , 5 5 
0 .69 
1.0 
1 ,1 
1 .1 
1.0 
1 .3 

S c a l e 
F a c t o r 

0 , 7 5 
1,0 
3 . 1 
1 ,1 
0,1+1 
1.5 
1 .3 
0 ,55 
1,0 
1 ,1 
0 .77 
0 .96 
0 . 6 5 
1 .8 
0 , 8 3 

a) ^Tnu ^^ *^^ calculated statistical error of O. (LOW). The 
common systematic error applicable to the low energy data 
arises primarily from the thermal normalization and equals 
±0.3 %. 

c) The observed standard deviation of the four data sets is 
±0,1+̂  for the 300- to 1000- eV region. 
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E . 
min 

O.O25I+ 
7.1* 
7 . 8 

10 
15 
2 0 , 5 
33 
1*1 
60 

100 
200 
300 
1*00 
500 
600 
800 

1 
1+ 
7 
8 
9 

10 
20 
1*0 
50 
60 

E 
m£LX 

eV 
10 
11 
15 
2 0 . 5 
33 
1+1 
60 

100 
200 
300 
1+00 
500 
600 
800 

1000 
2keV 
5 
8 
9 

10 
20 
30 
50 
60 
70 

^ ^ \ 

GWIN 
[2 ] 

.967 

.925 
— 

.91*9 

. 9 1 1 

. 9 3 1 
,931+ 
.935 
.951* 
,981* 
.991* 
. 9 9 1 
,988 

l,00l+ 
1 ,010 
1 ,000 
1 ,001 

.989 

.991* 
1 .016 
1 .037 
1 .021 
1.017 
1 .021 
1.035 
1 .003 

TABLE I I 

Cross S e c t i o n Comparison 

0, 

PEREZ 
[3 ] 

.890 
,896 
.913 
.91*2 
.959 
.999 
.983 
.996 

1,010 
1,009 

.991* 
1,009 
1 ,003 

.996 
1,062 
1.016 

.995 
• 995 

1 ,038 
1 ,027 
1,006 

L/°L' 
BLONS 

[1*] 

- . 9 2 
,960 
, 963 
, 981 
,988 
.991 
.991* 

1,009 
1 ,011 
1.009 
1,025 

.996 
1,009 
1 ,015 

,982 
.973 
— 
— 
— 

LEMLEY 
[5] 

,892 
.959 
,980 
.973 

1 ,005 
l,Oll+ 
1 ,00 
1.00 
1.00 
1 ,00 
1 ,00 

. 953 

. 971 
— 
— 
— 
.970 

1,012 
1 ,013 
1,006 

.975 

DERUYTTER t J ^ J_JX L \j .X JL .^ J—IXI 1 

[6] 

1,00 ,981+ 
,988 

1 ,002 
.972 

_ h r̂ ^ 
\ \ / 

,901+ 
.930 
.937 
.957 
.978 
.997 
.987 
.992 

1 ,001 
1 ,009 
1 ,002 

.993 

.997 

.995 
1.029 
1 ,023 

.992 

.999 
l ,02 l* 
1 ,023 

.995 

0,9720 0,9211+ 0,9311 0,9711+ 1,0067 

235 a) OJ is the U fission cross section published by the listed author, 
after renormalization, OL is the 235u fission cross section 
measured at Livermore. 

is the unweighted average of the ratio. 

c) k is the renormalization constant needed to yield a o^ of 
10,78 b when averaged from 300 to 1000 eV. 
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VJSCUSSJOHS 

H. Derrien It appears that you have a discrepancy only with your data in 

the resonance region. 

J. Czirr There is a discrepancy with our data and there is a lot of jumping 

around between different sets of data. This should not be a difficult 

region. The background is small, you can well define the energy, but the 

self-shielding problems begin to hurt. 

J. Browne How large is the self-shielding correction? 

J. Czirr Our correction is about 0.1%. 

R. Peelle Does the paper by Wagemans cover this energy range and would it 

not go in the opposite direction? 

J. Czirr I did not show this here because the paper is not published. Yes, 

that would be in violent disagreement with the whole thing, 

C. Bowman What happens to the values at low energies if you normalize in 

the 300-1000 eV range? 

J, Czirr At 9 eV the value would be 1,915 and thus it would be 6% higher. 

One cannot explain this with the B-10, There appears to be a shape differ­

ence throughout the whole range, 

C. Bowman What about Poenitz, can his data be treated the same way? 

J, Czirr I don't know—they cannot. 

W. Poenitz I certainly have no data at this . 3 - 1 . keV energy range. 

W. Poenitz There are several other sets which could be considered in this 

comparison (Michaudon, etc). Why did you leave them out? 

J. Czirr We considered only newer data. The only two which I would have 

liked to include are the data from NBS and Wagemans, NBS would be in pretty 

good shape, and Wagemans would be in terrible shape in this comparison, 

B, Leonard When you talk about Gwin's self-shielding problem one should 

look at his publication, I think the self-shielding in U-235 was negligible. 
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.T. ̂ 7.̂ rr The samples were 1.7 mg each, I think this is a little bit mis­

leading in the way it is stated. It was a very thick target. The correc­

tion was 20%. 

B. Leonard The flux monitor was quite thick, but if you accept the error, 

the maximum effect on the shape is only a 1%. If you normalize at thermal, 

as I did, it is even smaller than that. 

J. Czirr I must admit that I am floundering to explain the differences. 

I have not gone deep enough into the matter. All I am saying is that self-

shieldlng gets worse if you go to lower energies. A thick chamber is some­

thing to think about. 

H. Knitter Wagemans compares his result in a table with other data. It 

appears to me that it was not a shape difference but a constant difference 

with two or three sets, but he agrees well with others. 

J. Czirr I know what you mean. To me it is very confusing if the normaliza­

tion is not done as I have shown here. 

L. Stewart In the range up to 7 MeV I would be a little bit careful after 

the data by Szabo has been presented. There is a difference in shape of 

5-9% in the whole range above 1 MeV. So, 0.7% is very small. 

J. Czirr I would like to make sure that you understand what I am saying. 

The 0.7% is in shape without statistics. 

L. Stewart Let me correct that. We can take your relative shape and 

actually draw a completely different curve through it. If you have a sharp 

rise in the cross section as at 7 MeV, putting such a small error in it is 

asking for problems. 

J. Czirr It should be pointed out which systematic errors are listed, 

L. Stewart I would draw a different curve through the data than you do. 

J. Czirr I did not draw a curve. I gave a histogram. 

L. Stewart Well then on the histogram, the Szabo values are drastically 

lower at 5 MeV. 

C. Bowman If you take your U-235 data relative to Li-6 and use the ENDF-V 

Li-6 cross section, where do you come out for U-235? 
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J. Czirr The U-235 is low, some 5% compared with ENDF-IV. The most reason­

able U-235 shape I get is by using the ENDF-IV Li-6 cross section. 

W. Poenitz It is an interesting point that you have a completely different 

shape than the Wasson data around 280 keV, Did you notice that? 

J. Czirr No. It must be an artifact because we have the same U-235/Li-6 

ratio. It must be due to which of the Li-6 cross sections I chose to use. 

W. Poenitz It is a very local problem, it will be shown in the plots at the 

Working Sessions. 

J, Czirr I see, no I did not notice it, 

H. Kuesters We have seen something like a 6% discrepancy in these fission 

cross sections, I would like to remind you that a 10% uncertainty of Pu-239 

is reflected in more than 1% in k ^^ for the fast reactors, I think there 
eff 

is a definite need to bring down this uncertainty, I wonder whether the 

Working Sessions will be able to bring down the uncertainties. I do not 

quite see whether present techniques can improve the uncertainties or 

whether new techniques have to be invented. I would like to have comments 

on this. 

W. Poenitz First of all: "10% in cross section (U-235(n,f)) should bring 

1% change in kgff"—I think the figure is much larger—a 10% change in U-235 
would bring a 5% in k ^^. 

err 
H, Kuesters Yes, in certain Important regions, if you integrate it is less. 

The one shown this morning was a 0,5% in k ^^ for 1% in o,, 

err f 

W, Poenitz Yes, it was ZPR-6, Now to comment on your question: you see 

the 6% difference in U-235, however, this is the difference between the 

extreme results. After all, all measurements in the last 5 years lie in a 

± 3% band. This is true with few exceptions at less Important local regions. 

All these measurements are really not claiming anything better than a 2-3% 

uncertainty. The problem is much more to now come down from the 2-3% range 

to a 1% uncertainty level, but the required effort for this may go up 
exponentially. 

H, Kuesters O.K, That is one thing, to reduce this 3% to 1%. I think 

first one should clear up the difference between the high set and the low 
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set. 

M. Bhat If you plot 5% bands they appear to include all experimental re­

sults. 

W. Poenitz I have a plot of my data and all data published since then 

(1974). All values appear to be in that ± 3% band with the exception of 

the data by Wasson between 250 and 300 keV and the data by Kaeppeler around 

700-800 keV. I do not think that any experimenter can quarrel about a 

difference as long as the error bars overlap. In other words, you can draw 

a line which is covered by all experimental error bars. Some data (e.g., 

Szabo, Kaeppeler) are on the high side, others (e.g., Wasson) are on the 

low side. Even if future measurements of lesser uncertainties would come 

out on the low side, this would be only a 3% difference from the center of 

the present ± 3% band. 

L. Stewart Szabo is now on the low side. 

W. Poenitz Only his data at higher energies are low, everywhere below 2 

MeV his data are on the high side. 

M. Bhat The difficulty is that these are systematic errors. 

W. Poenitz But these are systematic errors which are accounted for. Nobody 

can say he is better than what he quotes for the error. 

L. Stewart Unfortunately, I have found that the errors which are assigned 

are more related to the experimenter then with the experiment. Some assign 

small errors, some assign large errors. They always do it that way. 

W. Poenitz The evaluater may assess the correctness of the quoted uncer­

tainty. 
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STRUCTURE LIMITATION ON ACCURACY OF ^^^U 
FISSION CROSS SECTION MEASUREMENTS 

C. D, Bowman, G, P, Lamaze, K, C, Duvall, and R, A, Schrack 

National Bureau of Standards 
Washington, D,C, 20234, U.S,A, 

ABSTRACT 

235 
High resolution measurements of the U fission cross section 

carried out at LLL in 1970 have been averaged using Gaussian aver­
aging functions with a FWHM = 1%, 2,5%, 5%, and 10%, Deviations 
from the 10% average are calculated and the results expressed 
in a table which permits an estimate of uncertainties introduced 
by the cross section fine structure for monoenergetic measure­
ments of known resolution. 

The width and spacing of nuclear levels in the neutron-induced fission 
cross section of ^^^U suggests that the higher keV fission cross section 
might be almost the smoothest reaction which can be measured. However, high 
resolution measurements [1] at LLL demonstrate the existence of fine struc­
ture at the + 3% level even above 200 keV, The LLL experiment, therefore, 
has been useful as a guide in interpreting existing measurements, in plan­
ning future measurements and in evaluating the usefulness of 235u as a 
standard. 

The intent of this note is to try to establish a more quantitative basis 
for estimating the interplay of fine structure and resolution in keV 235u 
fission experiments. To accomplish this the LLL data in the 20 to 300 keV 
range have been averaged with a Gaussian resolution function with FWHM, a, 
of 1%, 2.5%, 5%, and 10%. A weighted average was obtained using the ex­
pression: 

2na, k 

where: 

a(E.) - the average fission cross section at energy E 

o, (E, ) - the fine resolution cross section at energy E, 

o^ = a E^/2.35 

(1) 
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a = 0.01, .025, 0.05, 0.10. 

The average is carried out over the interval from E.-o' E. up to E + 
a E.. Appropriate values of k were determined to calculate tfte weighted 
average over the energy span desired for each data point. 

The Gaussian weighting function has the advantage that it produces a 
"running average" of the data that approximates what would be seen by an 
experiment with lower resolution. Running averages that have flat weight­
ing between the limits of the average introduce derivative effects In the 
running average obtained. These derivative effects caused by the sharp edge 
of the running sum produce structure in the running average that is compa­
rable in width to the structure in the unaveraged data but displaced and 
reduced in amplitude. Such effects are quite bothersome to the eye and can 
be a source of minor confusion in interpretation even when the averaging 
interval AE/E is .10. 

As the averaging interval for the Gaussian function is increased the 
smoothness of the curves increase to a point where it ceases to change. In 
the 100 to 300 keV range this appeared to occur between a= 0,10 and 0,20, 
In the interest of reducing end effect data losses as much as possible, the 
10% average was taken as a reference curve and all other curves compared to 
it. The difference between the a = 0,01, 0.025, 0.05 curves and the a = 0.10 
curve is shown in the figure as the difference cross sections plotted 
against energy. The display is a little confusing, but the three curves can 
be fairly easily separated by the significant dependence of structure on a. 

To place these differences on a quantitative basis we have calculated 
the fractional mean deviation 6 from the data shown in Fig. 1 using the 
expression 

6 = E^ |Aa^|/n (2) 

where Aj . is the difference between the average for a given cn and the 
average for a = 0.1, i is the index on the averaged cross section point, and 
the range of i is throughout the n data points in the set. This averaging 
technique was used rather than the standard deviation in the difference 
since the authors felt that the squaring process in evaluating the average 
standard deviation weighted too highly the larger differences, 

The results of this process are shown in Table I where 5 is given for 
energy intervals and for three values of a. The quantity 6 for the un­
averaged structure is given also in the first column. This table then permits 
one to estimate the uncertainty in a measurement associated with the inter­
play between his experimental resolution and the fine structure. For example, 
if an experimenter uses a resolution of 2.5% in the energy range from 50-100 
keV, he derives a 2% uncertainty to be combined with the other uncertainties 
of his experiment. 

The data of Table I are shown also in Fig, 2 where percent mean devia­
tion is plotted against neutron energy. 
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It appears that the data of Table I and Fig, 2 can be fitted approxima­
tely with the empirical relationship 6 = aE~0.75 where 6 is the fractional 
mean deviation expressed in percent, E is in keV and a is 100, 60, and 33 for 
a = 0,01, ,025, and 0,05, respectively. With 10 keV resolution at 1 MeV 
the observed structure is expected to be at the 0,5% level. 

Below 200 keV the fine structure data can be fitted with a curve of the 
same slope as the averaged data. This infers that an averaging phenomenon 
in the fission experiment appears to be operating with an effective resolu­
tion of 0.4%, 

This is not related to the resolution of the experiment since the 
experimental resolution was much better than 0,4% except at the highest 
energies. The experimental resolution AE/E also is not a constant but has 
the form 3/ 

AE <x 0,002 ^ 

with E in keV, 

This apparent natural resolution can be interpreted as an upper limit 
to the rate at which the fission cross section can change. Assuming the 
nucleus somehow is performing a Gaussian average over its fine structure 
with a resolution AE/E = ,004 one can derive a maximum slope. This is done 
by finding the maximum slope of a cross section given in the Gaussian form 

a=a^e-(E-V'/V (3) 

where a. is the standard deviation and is related to the FWHM by the express­
ion FWHA = 2,35a.. The result of the calculation for a FWHM, AE = .004E: 

da ^ 350a 
dE E • 

(4) 

Such a limit is also related to the maximum rate of change of the 
logarithm derivative at the nuclear surface and therefore to fundamental 
properties of the nucleus. However, a thorough study of this subject is 
beyond the scope of this paper. We only point out that similar high resolu­
tion measurements are now possible across a wide mass range so that system­
atic studies of this type of limit are now possible. 
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TABLE I 

235 
Fractional Mean Deviation of U(n,f) Cross Section 

E(keV) Fine 1% 2,5% 5% 

22-50 

50-100 

100-200 

200-330 

,1349 

,0817 

,0501 

.0293 

.0581 

,0333 

,0219 

,0144 

,0386 

,0203 

,0130 

,0091 

,0214 

.0116 

.0069 

,0061 
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NEUTRON ENERGY, keV 

Fig, 2 - The data of Table 1 are shown on a log-log scale fitted with 

parallel solid lines of the form 6 = aE 
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VJSCUSSJOHS 

M. Moore I should repeat for the benefit of the others what I told you 

earlier. One ought to worry whether this is not the intrinsic resolution 

of the experiment. The effect I am talking about is moderator hold-up time 

which really does go like AE/E, 

C. Bowman I checked that after we discussed it. There is no way that this 

would be it. The flight path was 250m, the detector thickness was 1/2 cm 

and the source itself was 5 can in size. 

R. Peelle My first question is a version of M. Moore's question. At the 

lowest energy, like 10 keV, the time dispersion of the neutron moderator 

is . How does this figure out? 

C. Bowman It is much less than a tenth of a percent at the low energies. 

The resolution does not have this kind of energy dependence. This is done 

with a AE/E which is constant. 

R. Peelle The other question. You determined uncertainty associated with 

a narrow energy interval. I guess this is uncertainty in the sense that if 

you take a nearby energy interval you get a different answer. The curves 

you show indicate the extent that you can expect to get a different result, 

but it is not the uncertainty in the sense that if you measure the same 

interval over again, that you get the same answer. So it is only the uncer­

tainty for mis-aligning the energy if you do the experiment. 

C. Bowman Yes that is the exact point. And then there is the point that 

if you compare sets of data with a spacing between points much greater 

than the resolution, there is much more scatter of the points from the 

structure. It may be difficult to interprete the data if you don't know 

the scatter comes from the structure. 
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COMMON NORMALIZATION OF SEVERAL 2 3 5^ piSSION DATA SETS 
IN THE THERMAL AND RESONANCE REGION 

B. R, Leonard, Jr, 

Battelle-Northwest 
Richland, Washington 99352 U,S,A, 

ABSTRACT 

An evaluation of the cross sections of ^^^U below 1 eV was 
recently completed at Battelle-Northwest (BNW), In this evalu­
ation, energy-dependent data of all of the partial cross sections, 
their ratios and total were simultaneously fitted by a non­
linear least-squares fitting code, SIGLEARN, to a modified Adler-
Adler multilevel resonance fission and multilevel Breit-Wigner 
scattering formalism. The data of eight relative fission cross 
section measurements were compared to the evaluated shape using 
SIGLEARN to establish best-estimate normalization values at 
2200 m/s and their uncertainties on a consistent basis. The 
indicated uncertainties of these shape-fitted normalizations due to 
uncertainties in: the evaluated shape, deviations from the 
evaluated shape, data precisions, energy region used in the 
normalization, internal data discrepancies and other unknown 
factors were less than one percent for six of the experiments. 
The most significant problem appeared in the thermal normalization 
of the data of Deruytter and Wagemans where the possible normal­
ization values differed by over two percent. Values of the 
integral fission cross section from 7,8- to 11-eV were then 
calculated by a consistent method for each data set renormalized 
to a£ = 583,54 b, the value proposed for version V of ENDF/B. 
The resultant values of the fission integrals were then evaluated 
by a working group to obtain a best-estimate value to which 
fission data sets, which do not go down below 1 eV, could be 
normalized. The value obtained was 241,24 b-eV but an uncer­
tainty of nearly three percent is required to reasonably cover 
the spread of the values. 

INTRODUCTION 

Until this year (1976), there had not been an experiment which measured 
the differential ^ssy fission cross section through the thermal energy 
region which extended to energies of tens of keV or higher and could, thus, 
be used to normalize high-energy data to the relatively well known thermal 
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value. In the past, normalizations of data which extended down to a few eV 
had frequently been normalized to the data of Shore and Sailor [1], These 
relative data had themselves been nomialized above 0,1 eV to the relative 
data of Leonard, et al [2] which extended to lower energies but had to be 
normalized to some chosen thermal value. Thus, three separate normalizations 
of varying and mostly unspecified uncertainty were required. More recently, 
Deruytter and Wagemans [3] made relative measurements frcsn 0.02 eV to 20 eV. 
An integral fission cross section value from 7.8- to 11-eV was obtained by an 
integral normalization of the data from 0.0206- to 0.06239-eV to the abso­
lute fission integral obtained by Deruytter, et al [4]. 

Differential relative fission data which extend through the thermal 
region have recently been reported up to 200 keV by Gwin, et al [5] and up to 
75 keV by Czirr and Sidhu [6], These data are equivalent to those of 
Deruytter and Wagemans and can be used, in principle, to improve the value 
and confidence of the fission integral in the resonance region. 

The present author and his colleagues at Battelle-Northwest have recent­
ly completed an evaluation of all of the partial cross sections of ^SSy 
below 1 eV by simultaneous least-squares (LSQ) fitting [7], The method­
ology of this evaluation has been used to normalize the relative fission 
data to the evaluated shape by the method of LSQ, Since the evaluated shape 
extends to 1 eV, thermal normalizations can be obtained on a ccmimon basis 
not only for the data sets in the thermal region but also for those that 
extend down to a few tenths of an eV, The results of these normalizations 
have then been extended to study the normalizations in the resonance region, 

BASIS FOR THE THERMAL LSQ NORMALIZATIONS 

The details of the ^3 5^ evaluation are given in a recently published 
report [7] and the methodology employed will only be summarized here. The 
basis for the fit is a modification of Adler-Adler multilevel fission reso­
nance formalism [8] where fission, f, and capture, c, are described by 

(E-E^)2 + (y2)2 fl I 
(1) 

^k^ nk^ck 

(E-Eĵ )2 -. (^2)2 cl 

'̂k = ^fk ' ^ck ^ ^°nk^ • (3) 

to be the same in 
ring cross section to 

^ rK ck nk 

The constraint of requiring the resonance energies, r, , to be the same in 
both the fission and capture channels allows the scattering cross section 
be described in the usual multilevel Breit-Wigner resonance formalism. 
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These resonance theories were programmed into the general non-linear LSQ 
fitting program LEARN [9]. The resulting conqjuter program, SIGLEARN, has 
been documented in detail by Kottwitz [10], 

Four resonances were used in the fit to the 23 5u data. The parameters 
of the 1,135 eV resonance were held fixed except for the fission interference 
term. The remaining resonances whose parameters were adjusted iteratively in 
LSQ fits were the visible resonance near 0.287 eV and two negative-energy 
resonances at -0.916 eV and -0.0638 eV. The LSQ fit was significantly 
in5)roved when two negative-energy resonances were allowed, rather than one. 

All of the experimental data were entered in the fits as relative data 
with individual normalization constants which adjusted in the LSQ fit. The 
absolute values were constrained by 2200 m/s values with errors obtained from 
evaluations of the separate reaction channels except for the potential scat­
tering radius and nubar which were fixed input for each LSQ fit. 

The final LSQ fit resulted from fitting simultaneously selected energy-
dependent data for total, fission, capture, eta, scattering and alpha. The 
data of Gwin, et al.[5] cast as absorption cross section were also added and 
fitted simultaneously in other fits. 

NORMALIZATIONS IN THE THERMAL RANGE 

Eac:h of the fission data sets was compared to the final evaluated 
fission shape in LSQ fits where only the normalization constants were 
adjusted. The fitted normalization constant then gives the best-fit 2200 m/s 
value based on the evaluated shape. The program also calculates a sophisti­
cated one standard deÂ -iation error estimate of the goodness of the fit to the 
shape. This error is estimated on the basis of the fit of the average data 
over its entire energy range to the shape with which it is compared. It does 
not include the precision of the fit due to the randomness of the data. This 
ccmponent is estimated from the value of chi-squared per degree of freedom 
(x2/DF), In the tabulations of this paper, the error estimates on the 
normalization values have been increased by the square root of x^/DF when the 
value of x^/DF exceeded 1,3 and the x̂ /DF values are also tabulated. The 
resultant error is assigned to the 2200 m/s value but is determined by the 
fit over the entire energy range of the data set. I* does not include any 
component due to the error estimate on the final fitted fission shape. That 
error estimate was ±1,7 b and did not depend significantly on the fitted 
absolute fission value in a given LSQ fit. 

In determining the best thermal normalization and its error a number of 
factors need to be considered. One of these is the energy range of the data 
used in the fit. The fitted cross section shape is determined much more 
precisely in the thermal range because of the quality of the differential 
data used to derive the shape. Another factor is in the representation of 
the data, i.e., the density of data values per energy interval used in con­
densing time-of-flight data. Generally, this factor was found to be of 
little significance in this study. These factors and others will be dis­
cussed in the normalizations of the individual data sets. 
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Data of Bowman, et al,[ll] 

These data were taken in 1966 in two separate runs with different reso­
lutions. The low-energy data are shown on Fig, 1 and the high-energy data on 
Fig, 2. In all cases the solid curve is the comparison evaluated shape. In 
these and the plots of all the figures of this paper the theoretical shape 
has been renormalized to best fit the data. The normalization values and 
errors are given in Table I, The low-energy data are seen to be in excellent 
agreement with the fitted shape except for a small systematic departure to 
higher values at the lowest energies. This systematic departure is un­
doubtedly the reason why the LSQ fitted value is lower than that assigned by 
the authors. If these data were deleted the noimalization of value would be 
somewhat lower. This aata set was included in the final LSQ fit of the 
evaluated shape. 

The higher-energy run shown on Fig, 2 is also seen to be in excellent 
agreement with the fitted shape except for a single datum at the resonance 
peak which causes the normalization value 0£ to be slightly higher than it 
would be otherwise. The difference in the normalization of the high- and 
low-energy runs shown in Table I, 0.61, is typical of hidden uncertainties 
on internormalizations determined in this study. This high-energy data set 
was also included as a separate set in the final LSQ evaluated fit. The 
normalization used for the resonance region was that of the high-energy ruii 
since these data were continuous to that region. 

Data of Gwin, et al.[5] 

The comparison of the entire data set below 1 eV is shown on Fig, 3 and 
for only the region below 0,1 eV on Fig. 4. Some small but systematic de­
partures from the fitted shape are evident for the data above 0.1 eV although 
the shape at lower energies is in excellent agreement with the data. The 
average of the two normalization values shown in Table I is in excellent 
agreement with that assigned by the authors based on the data below 0.4 eV 
and that value has been used to normalize the resonance region data. The 
data shown on Fig. 3, however, above 0,3 eV lie systematically lower than the 
fitted curve implying that the values in the resonance region should be 
increased. This implication will be seen to be borne out by most of the data 
comparisons in the resonance region. These data were not used in the final 
LSQ evaluation fit because the correlated data for alpha obtained in the same 
experiment were used in that fit. 

Data of Czirr and Sidhu [6] 

The comparison of the data below 1 eV is shown on Fig. 5 and the data 
below 0.1 eV are shown on Fig, 6, The difference in nomialization factors 
for these two data sets as shown on Table I is significant, 0,74 percent. 
The magnitude of this difference is effected by the fact that the 19 data 
point representation used for the data below 0.1 eV has been reduced to 
seven values for the data set extending to 1 eV. The 7 and 19 point repre­
sentations used only below 0,1 eV do not, however, differ significantly in 
normalization. In view of the random nature evident in these data, it is not 
clear that the apparent systematic departure of the five highest energy data 
values evident on Fig. 5 is significant. The small difference between the 
author's normalization and that of the thermal data is due to tlie fact that 



285 

the authors' normalization was determined by us by fitting to a preliminary 
fit based on fitting only fission, capture, and eta data 112], The normal­
ization used for the resonance region was that of the thermal data alone 
based on the possibility that the fit to the entire data set may be overly 
influenced by a few data points. It is evident, however, that the uncertainty 
of the thermal normalization of these data must be the order of 11 due to the 
observed discrepancy. The Czirr and Sidhu data were not included in the 
final LSQ fit of the evaluation because, in part, they do not appear to 
contain as much information as some other data. 

Data of Deruytter and Wagemans [3] 

These data below 1 eV are shown compared with the evaluated shape on 
Fig, 7, A systematic departure in shape is obvious as all of the data above 
0,21 eV lie below the curve. Investigation of these data revealed that a 
time-channel width change was apparently made at the energy at which the data 
appear to be discontinuous. This observation was confirmed by Deruytter [13] 
who could offer no explanation as to why this could have caused a shift in 
apparent normalization. He did, however, refer to the possibility of "small 
timing errors," presumably meaning errors in the determination of time zero. 
In view of this apparent discontinuity, these data were studied as two sepa­
rate data sets. Ilie data below 0.2 eV are compared with the evaluated shape 
on Fig. 8 after the two lowest-energy values, which showed a systematic 
departure on Fig, 7, had been removed. The normalization values for these 
data sets are given in Table II, The removal of the two lowest-energy values 
has only a minor effect on the normalization, <0,1I, but reduces the value of 
x2/DF by almost a factor of two. The shape-fitted normalization differs from 
that obtained in the integral normalization of Deruytter and Wagemans by 
0,2-0,3% besides the "^^0.5% uncertainty due to the shape uncertainty. Again, 
normalization uncertainties of this indicated magnitude have frequently been 
neglected or underestimated. 

The data above 0,21 eV are compared with the evaluated shape on Fig, 9 
and the normalization value is given in Table II. The data shown on the 
figure indicate no obvious systematic departures in shape from the evaluated 
curve. The value of x^/^^ ^or these data is, however, about a factor of two 
larger than those of Bowman, et al, Gwin, et aL, or Czirr and Sidhu for this 
energy region. The normalization factor for these data is some two percent 
different than obtained for the thermal data. It is not possible to assess 
the proper normalization of the resonance region data or its uncertainty 
without determining that the apparent discontinuity is real and, if so, its 
source since three further time channel width changes were made in the 
measurements up to 11 eV, The data set above 0,21 eV was included in the 
final LSQ evaluated fit. 

Data of Shore and Sailor [1] 

The data of Shore and Sailor are compared with the evaluated shape on 
Fig. 10, No obvious departures in shape are evident. These data appear to 
show more random departures than most of the later TOF data but they really 
do not as the x^/DF value given in Table III is essentially equal to that of 
those data. The randomness is more apparent than real since these data have 
not been condensed to nearly the extent of the TOF data. The normalization 
of these data differs by '̂ 0,5% from that obtained by the authors by joining 
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to data in the thermal regicjn. The normalization should be quite good since 
it is heavily weighted by the more precise and bulk of the data below 0.4 eV 
where the evaluated shape is most reliable. This data set was included in 
the final LSQ evaluated fit. 

Data of Desaussure, et al,[14] 

These data extend down only to 0.4 eV and are shown on Fig. 11 compared 
with the evaluated shape. The normalization value given on Table III is abat 
0.5% lower than that obtained by the authors vtfio normalized to the Shore and 
Sailor data in this region, A more reliable normalization, and one closer to 
the authors' value, might have been obtained by deleting the data above -̂ 0.9 
eV in the comparison. These data lie systematically below the curve and the 
difference in fit may be due to the wings of the 1.135 eV resonance. The 
SIGLEARN theory does not include Doppler-broadening or resolution effects. 
This data set was not included in the final LSQ evaluation fit because, in 
part, the correlated capture data obtained in the same experiment were 
included. 

Data of Michaudon, et al.[15] 

These data begin at 0.38 eV and the 625 values to 1 eV given on CSISRS 
have been condensed to 13 data points in the comparison shown on Fig. 12. 
Possible small systematic departures are seen and, as the Desaussure data, a 
more reliable normalization might have been obtained if the data had been 
terminated at a lower energy. The normalization obtained for these data is, 
however, "^2% larger than that obtained by the authors as shown in Table III. 
The large value of x^/DF is further evidence of real systematic departures 
from the evaluated shape. This data set was, however, included in the final 
LSQ evaluated fit. 

Data of Wang, et al.[16] 

The 321 data values given on CSISRS for this experiment have been con­
densed to the 28 point set conqjared with the evaluated shape as shown on 
Fig, 13, The data show significant departures below 0,3 eV and this is 
reflected in the very large value of x^/DP, 26,5, given in Table III, The 
effect of the systematic departure here on the normalization value is ccnqjen-
sated by a departure in the opposite direction at the high energy end. 

THE FISSION INTEGRAL FRCM 7 TO 11 EV 

The fission cross section data sets were all renormalized to the 2200 
m/s value a£ = 583,54 b which is the presently recommended value of the BNW 
evaluation [7], The actual fitted values of of used in the renormalization 
are reiterated for each data set in the 2nd column of Table TV, The fission 
integral values were also calculated on a common basis using subroutines of 
the SLAVE program [17], These calculations were performed at Brookhaven 
National Laboratory by Mulki R, Bhat, the responsible evaluator of 2 3 5^ jja^^ 
for version V of ENDF/B, Fission integrals were calculated for the two 
energy intervals 7.4 to 10-eV, Ij, and 7.8- to 11-eV, I2. The purpose of 
calculating these two integrals was to be able to estimate a value of the 
more commonly used integral, T2, for the data of Shore and Sailor [1] which 
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did not extend to 11 eV, The values of the ratio la-Ii for the first five 
data sets shown in Table IV are very consistent with a total spread less 
than 0,6 percent. The data of Michaudon, et al,[15] and of Wang, et al.[16], 
however, each give values of l2:Ii two percent larger than this. This sig­
nificant shape difference, coupled with observed systematic differences in 
the thermal region for these data sets, indicates that they should not be 
used in attempting to derive a best-estimate value for the value of I2. 
Members of the Normalization and Standards Subcommittee of the Cross Section 
Evaluation Working Group working with Mulki Bhat arrived at a value of I2 of 
241,24 b.eV from the values shown on Table IV. This value rests on the 
following additional assumptions: 

1, The value of the Shore and Sailor data was not used on the bases that 
since it came from the extreme high-energy end of the experiment the 
data were not reliable to high-precision. The fact that the derived 
value of I2 is significantly lower than that of the first five sets 
shown on Table IV was taken as evidence of this, 

2, The value of Bowman et al was downweighted by a factor of three based on 
the observation that it represents a significant extremum, 

3, The larger I2 value of Deruytter and Wagemans data shown in Table IV 
corresponding to the normalization above 0,21 eV was used for this set. 
The cdioice assumes that the effect, if real, is connected only with the 
thermal region or the large widths of the time channels used at thermal. 
At higher energies, the bulk of the fission data were taken with narrow 
time-channels similar to that of the 0,21- to 1-eV region and systematic 
errors due to counting-loss corrections would be minimal. 

For the recommended average value of I = 241,24 b.eV it would be neces­
sary to assign an uncertainty of ± 2,8% to allow the Gwin value at 50% 
probability, even if the lower value of of shown in Table I were used for 
the normalization of these data. The most crucial assumption regarding the 
average value (and possibly its assigned error) is in the Deruytter and 
Wagemans data, A further disturbing result of the present study is the 'V'2,5% 
discrepancy in the I2 values of Gwin, et aL, and of Czirr and Sidhu, One 
certain result of the present study is that the ±0.8% accuracy assigned to 
the value of I2 by Deruytter and Wagemans is much too small. 
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TABLE I 

Values of 2200 m/s Fission Cross Sections of 23Sy obtained 
from LSQ Fits to the Evaluated Shape of Leonard, et al.[7] 

Value(b) 

Author 

577,1 

580,2 

585,4 

LSQ Fit x2/DF 
Energy Range 

(eV) Data 

573,4 ± 1,9 
569,9 ± 2,0 

582,1 ± 2,0 
578,0 ± 1,8 

585,0 ± 2,6 
580,7 ± 2,2 

4.0 
1.2 

0.2 
1.7 

3.4 
1.5 

0.01 - 0 
0.28 - 0 

0.015 
0.011 

0.02 - 0.10 
0.025 - 0.85 

.26 1 
•9 J 

.095) 
,91 j 

) 

Bowman, et al.(1966)[11] 

Gwin, et al.(1976 [S] 

Czirr 5 Sidhu (1976) [6] 

^alue quoted by author for data as given in listings. 

TABLE II 

Values of 2200 m/s Fission Cross Sections of 2 3 5u Obtained 
From LSQ Fits of the Data of Deruytter and Wagemans (1971) [3] 

to the Evaluated Shape of Leonard, et al.[7] 

Author 

Value (b) n D 5=—=̂  Energy Range 
LSQ Fit x2/DF (eV) a 

580,2 ± 1.8 580.3 ± 1,9 5,8 0,02 - 0,92 

582,0 ± 1.9 3.8 0.02 - 0.21 

581.5 ± 1.8 2.1 0.02 - 0.21 

569.8 ± 2.3 3.0 0.21 - 0,92 

Comment 

Full Data Set 

Data below time channel 
width change 

Two lowest-energy data 
removed 

Above time channel 
width change 

Normalization of data given in CSISRS 20131.002 
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TABLE III 

Values of 2200 m/s Fission Cross Sections of 23 5u obtained 
From LSQ Fits of Data Sets Which do not Extend to the 

Thermal Range to the Evaluated Shape of Leonard, et al.[7] 

Value (b) 

Author' a LSQ Fit 

580.0 577,3 ± 1.8 

577.1 574.1 ± 2.3 

580.2 591.4 ± 2.8 

? 537.1 ± 5.9 

X^/DF 

1.4 

0.9 

6.4 

26.5 

Energy Range 
(eV) 

0.1 - 0.9 

0,4 - 1,0 

0,4 - 1,0 

0,22- 1.0 

Data 

Shore § Sailor (1958) [1] 

Desaussure, et al.(1966)[14] 

Michaudon, et al.(1965) [15] 

Wang, et al.(1965) [16] 

'\alue quoted by author for data as given in listings. 

file://'/alue
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TABLE IV 

Integral Fission Cross-Section Values for 235u for 
Data Sets which have been Renormalized in the Thermal 
Energy Range to the Evaluated Shape of Leonard, et al.[7] 

Data 

Deruytter § 
Wagemans [3] 

Czirr § 
Sidhu [6] 

Gwin, et al 
[5] 

Desaussure, 
et al [14] 

Bowman, 
et al [11] 

Shore 5 
Sailor [1] 

Michaudon, 
et al [15] 

Wang, 
et al [16] 

LSQ Fit a£(b) 

569,8 ± 2,3 
580.3 i 1.9 

585.0 ± 2.6 

580.05 ± 2,0 

574.1 ± 2.3 

569.9 ± 2.0 

577.3 ± 1.8 

591.4 ± 2,8 

537,1 ± 5,9 

A =f^° o.dE(b.eV) 
^ ''7,4 ^ 

225.8 
221.7 

224.3^ 

218.8 

224,9 

234,2 

215.6 

(209,7)^ 

(215,6)^ 

'•2 
= [^^ a^E(b-eV) 
•'7,8 ^ 

243,1 
238,7 

240 ,6̂ ^ 

235.9 

241,3 

251,9 

f251.9)'' 

(229.7)^ 

(256.3)^ 

All values are normalized to o^ = 583.54 b. 

Overlapping runs in the eV range have been normalized by the authors, 

Based on an average value of 1.07533 for the ratio of I^ to I . 

Also renormalized to version V ^Li (n,a) 
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Fig. 1 The low-energy run data of Bowman, et al,[ll] LSQ fitted to the 
evaluated shape. Note the small systematic shape discrepancy 
at the lowest energies. 
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the evaluated shape. 



2 95 

DflTfl SET 251105 . 
DATE 2 8 / 0 1 / 7 6 
JOB U235 F IT 

0 . 4 0 O.SO 0 . 
ENERGY ( E V ) 

0 . 8 0 0 . 9 0 1 .00 

Fig. 3 The data of Gwin, et al.[5] LSQ fitted to the evaluated shape. 
Some small but systematic departures are observed. 
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Fig. 6 The LSQ f i t to the evaluated shape of the data of Czirr and 
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data show a randomness much larger than the i r s t a t i s t i c a l 
precision. 
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Fig. 7 The LSQ fit to the evaluated shape of the data of Deruytter and 
Waganans [3], The abrupt departure in shape at 0,21 eV occurs 
at the point at which the time-channel width was changed. 
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Fig, 9 The LSQ fit of the data of Deruytter and Wagemans [3] above 
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shape are obvious. 
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Fig, 13 The LSQ fit of the data of Wang, et al.[16] to the evaluated 
shape. Large departures are obvious at both high- and low-
energies . 
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VJSCUSSJOHS 

A. Smith What kind of an error do you assign to that integral value from 

your evaluation? 

B. Leonard I assigned an error of 2.8% based on the deviation of the Gwin 

data from the mean value and the assumption that there is at least a 50% 

chance that the Gwin-value is correct. 

R. Peelle Say it again. 

B. Leonard We calculated the mean value and looked at the dispersion. On 

the basis that there is a 50% probability that the Gwin-value is correct I 

assigned an uncertainty of 2.8%. 

W. Poenitz This 2.8% would be the present limitation for the accuracy of 

low energy normalized cross section measurements. 

B, Leonard Yes. The situation might be improved if one can establish what 

happened in the Deruytter and Wagemans experiment. 

L. Stewart The data by Bowman appear to be those which were normalized 

differently in different energy intervals. Is that the set you considered? 

They were not absolute? 

C. Bowman B. Leonard is referring to the set which M. Moore and I did at 

Livermore. We went down to thermal, 

L, Stewart There were two sets. 
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235 
EVALUATION OF THE U FISSION CROSS-SECTION 

FROM 
100 EV to 20 MEV 

M. R. Bhat 

Brookhaven National Laboratory 
Upton, L.I.,N.Y. 11973 

ABSTRACT 

235 
The evaluation of the U fission cross-section from 100 eV 

to 20 MeV for ENDF/B-V is described. The evaluated average cross-
sections from 100 eV to 200 keV are given, and it is proposed to 
include structure in the cross-section in this energy region. 
Above 200 keV, the cross-section is given as a smooth curve, and is 
recommended as a standard. Preliminary error estimates in the cross-
section are also given. 

INTRODUCTION 

235 
This paper describes the evaluation of the U fission cross-section 

from 100 eV - 20 MeV for ENDF/B-V as carried out in conjunction with the Task 
Force [1] assembled by the Standards and Normalization Subcommittee of CSEWG. 
It should be considered as a status report of the work in progress. The re­
sults given should be considered preliminary until they are approved by 
CSEWG. The evaluation was done in two parts: from 100 eV - 200 keV where ex­
perimental data indicate structure in the cross-section and from 200 keV to 
20 MeV where the cross-section may be represented by a smooth curve, and is 
recommended as one of the primary standards. 

In order to obtain a consistent set of primary standards for ENDF/B-V, 
experimental data on (n,p), ^Li(n,a) and '•°B(n,Q') cross-sections were re­
viewed and assessed. It was decided to retain the ENDF/B-IV evaluation of the 
hydrogen scattering cross-section as a standard because of lack of any signi­
ficant new data, and the feeling that this evaluation continues to be the best 
valid estimate of the cross-section. This evaluation is by L. Stewart, et.al. 
[2], and includes the analysis by Hopkins and Breit [3]. The ^Li(n,a) and 
^°B(n,a) cross-sections were evaluated by Hale and Dodder [4], and Hale and 
Arthur [5] respectively using R-raatrix analysis and having as input experi­
mental data on all the relevant reaction channels. Further details of these 
analyses will be published soon. In addition, the present ^^^u (n,f) evalu­
ation is based on the results of the analysis in the thermal region by 
Leonard, et.al., [6]. This gives a fission cross-section of 583.54 ± 1.7 b.. 
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at 0.0253 eV and the details of this evaluation will be presented by Leonard 
[7] at this meeting. In the following discussion, all experimental data have 
been renormalized to the thermal value of Leonard and the ®Li(n,Q') and B 
(n,a) evaluations of Hale which have been accepted as ENDF/B-V standards. 

235 
U(n,f) CROSS-SECTION BETWEEN 100 EV - 200 KEV 

The evaluation procedure adopted in this energy region is to normalize 
the low energy fission data to a common 2200 m/sec value of 583.54b and obtain 
an average value for the fission integral between 7,8 eV - 11.0 eV which has 
been suggested by Deruytter [8] as a possible region for cross-normalization 
of various data sets. The higher energy data could then be renormalized to 
this consensus value and compared with one another. Such a comparison would 
give one a second fission integral from 0.1-1.0 keV which could again be used 
for renormalizing the data at higher energy; and so on. The results of these 
calculations are as follows. 

The Fission Integral from 7.8 - 11 eV fe) 
The data sets considered are by Deruytter and Wagemans [8], Czirr [9], 

Gwin [10], deSaussure [ll] Bowman [12] and Shore, and Sailor [13]. The fis­
sion integrals from 7.4 - 10 eV fl^° ̂ , and from 7.8-lleVfl^^ ) obtained 

V 7 .4' ^ 7 , e ' 

from these data sets are given in Table I, The second column gives the ther­
mal cross-sections of the fifferent data sets as obtained by the fit of 
Leonard [6], and have been used to renormalize the data. The third and fourth 
columns give the fission integrals as obtained from the CSISRS (Cross-Section 
Information Storage and Retrieval System at the National Neutron Cross-Section 
Center at Brookhaven) data and column six gives the fission integral from 7.8-
11 eV normalized to the ENDF/B-V standards. The next column gives the errors 
assigned in obtaining a weighted average of 241.2 b, eV for this integral. 
The Shore and Sailor data extend only up to 10 eV; hence, the fission integral 
Î ^ was calculated using the mean value of the ratio Î ^ /V-° . However, the 
''•S 7.3/ 7.4 

value thus obtained was rejected as being too low. 

The Fission Integral from 0.1 - 1,0 keV M 
In order to obtain this integral, the data considered are those of Gwin 

[10], Czirr [9], deSaussure [ll], Wasson [14] and Wagemans and Deruytter [l5]. 
The low energy data of Wasson were measured relative to a 0.5mm ̂ Li glass 
scintillator and extend from a few eV to 70 keV, and were normalized to Î ^ = 

- ,8 

238.4b. eV, These data were renormalized to a value of 241,2b. eV for this 
integral. These data do not cover the energy region from 300 - 400 eV due to 
filters in the beam. Hence, to obtain the fission integral the mean of 1/ , 

(See Table II) from the data of Gwin, Czirr, deSaussure, Blons [16] and 
Lemley [17] was used, and the I' as determined by Wasson. The data of 
Wagemans, et.al. [15] were measured with respect to ^°B(n,Q'^ assumed to be a 
1/^ cross-section, and the 1̂ ^̂ =̂ 240.0 b. eV, These data were renormalized to 

^l\e^ ^^^'^ ^' ^^ ^""^ ^^^ ENDF/B-V '°B(n,») cross-section. The results thus 

obtained are shown in Table II. There is a spread of about 9% in the values 
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of the fission Integral from 0.1 - 1.0 keV though the precision claimed by the 
individual experiments are much smaller. A mean (unweighted) of the five data 
sets listed in Table II is found to be 1.1924E+04 b. eV. The average cross-
sections from 100 eV to 1 keV are shown in Fig. 1. The data of Blons [16] 
were normalized to this fission integral. Similarly, the data of Perez, et, 
al., [18, 19] at higher energies were normalized to the same integral. The 
average cross-sections thus obtained from 1 to 10 keV are shown in Fig. 2. An 
average of the fission integral of Gwin, Czirr, Perez, Blons and Wagemans be­
tween 10 - 50 keV (I^°= 8.339E+04 b. eV) was used to normalize the high energy 

10 

data of Wasson from 5 - 800 keV measured with respect to hydrogen. These data 
have been used in the present evaluation above 5 keV as suggested by Wasson 
though there are some data by the same author measured with respect to ^Li 
(n,a) up to 70 keV. The average fission integral between 10 - 50 keV was also 
used to normalize the Gayther [20] data. Lemley [17] data were not used in 
this evaluation as the raw data were not available to correct for the (n,Q?) 
angular distribution in the flux monitor using ENDF/B-V evaluation. It is 
estimated [2l] that this correction amounts to about +3% at 100 keV, though it 
decreases at lower energies. Thus, from 10 - 100 keV a mean of the data of 
Gwin, Czirr, Wasson, Perez, Blons, Wagemans and Deruytter, and Gayther, was 
obtained as the representation of the fission cross-section. A comparison of 
the cross-sections as given by the different data sets in the same energy bins 
indicates quite a wide variation by as much as 127a in the 80 - 90 keV region. 
In the energy region from 100 - 200 keV, only the data of Gwin, Wasson and 
Gayther were used; they also show a spread of as much as 10% from 110 - 120 
keV. These average values were compared with the Van de Graaff data of Szabo 
[22,23,24], Poenitz [25], White [26], and increased by 1% between 
10 - 200 keV to improve their agreement with the measurements at isolated 
energies. The experimental data and the evaluated average cross-sections 
from about 10 keV to 100 keV are shown in Figs 3 and 4. Similarly the data 
from 100-200 keV and the final average cross-sections are shown in Figs 5 & 6. 
In these figures, the ENDF/B-IV evaluation is also shown for comparison. The 
average cross-sections from 100 eV to 200 keV are listed in Table III, In the 
energy region between 30 - 100 keV the ENDF/B-V averages are 2 - 4% lower than 
the corresponding version IV values; between 100 - 200 keV these differences 
vary from 1 - 5%. 

Structure in the Fission Cross Section 

To determine the structure in the fission cross-section in this energy 
region, the data of Gwin, Perez, Blons, Lemley, Bowman [27] will be compared, 
shifted with respect to one another to correspond to a common energy scale 
and whatever structure that is common to them will be adopted in the evalua­
tion. The structure will then be variously normalized as a function of neu­
tron energy to agree with the evaluated average cross-sections given above. 

235 
U FISSION CROSS-SECTION BETWEEN 200 KEV-20 MEV 

The energy region under consideration may be conveniently divided into 
roughly three parts: from 200 keV to 1 MeV, 1 MeV - 3 MeV, and 3 to 20 MeV. 
The data considered up to 1 MeV are shown in Figs 7 and 8. These are by Szabo 
[22,23,24], Poenitz [25], White [26], Knoll, et al.[28], Hansen, et al. [29], 
and Czirr [30]. In addition, the Wasson data measured with respect to 
hydrogen, and the Czirr data using '^Li(n,a) as the standard are also shown. 
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The Wasson data In this energy region were renormalized to the Leonard thermal 
value and further increased by 17o to allow for any uncertainty in the low 
energy normalization. This normalization and the low energy normalization of 
the same data described earlier agree within 0.57o. The experimental data in­
dicate that there is a flat region in the cross-section between 300 - 400 keV, 
and the evaluated curve drawn is shown in Figs 7 and 8. In general, it lies 
lower than the Szabo data and higher than the Wasson and Czirr measurements, 
and passes through the Poenitz associated activity results between 550 - 650 
keV, For comparison, the ENDF/B-IV evaluation is also shown in the same 
plots; the current evaluation lies lower than version IV by 1 - 6%. In this 
region the renormalized Gayther data (renormalization factor 0.9733) agrees 
quite well with Wasson data. Above 800 keV Gayther data agree with Czirr and 
Poenitz results. Above 700 keV, the evaluated curve follows the general trend 
of Czirr and Poenitz data, and passes through the Gilliam and Knoll data point 
at 964 keV, and close to the White data point at 1.0 MeV, The evaluated 
cross-section at the step at 0.97 MeV thus agrees with these data as well as 
the Hansen measurement. The ^^^Pu(n,f)/^^^U(n,f) ratios of Carlson and 
Behrens [31] when used with the ENDF/B-IV ^^^Pu(n,f) cross-section give 
1.205 b for the ^^^U(n,f) cross-section at 0.99 MeV in good agreement with 
other data. 

Above 1,0 MeV (Fig, 9) the evaluated curve follows the Czirr data [32] 
up to 3,0 MeV, Between 1-1.3 MeV the Hansen data are higher than the 
evaluated curve by about 2 - 2,57,, while the Poenitz black detector and Szabo 
data are systematically lower. Above 1,6 MeV the evaluated curve passes close 
to the Poenitz black detector and the Szabo data, and lies higher than Hansen 
measurements. On comparing the Hansen and Czirr data there appears to be a 
strong possibility of an energy shift of one data set with respect to the 
other, such that E„ . - 100 keV = E„ , Unfortunately, the Hansen data 

Czirr Hansen 
end at 6,0 MeV just at the beginning of the rise in the cross-section so 
that this energy shift cannot be definitely confirmed. Further, such a shift 
would imply a decrease of the Hansen data by about 57, at 1.0 MeV and by about 
1 - 1%% at 6,0 MeV due to the (n,p) cross-section used as a standard. The 
data shown in the plot have not been shifted in energy and perhaps this pro­
blem should be clarified by further work. Between 1 -1,5 MeV the evaluated 
curve is lower than ENDF/B-IV by 1 - 37,; from 1,6 - 2,2 MeV it is higher than 
ENDF/B-IV by less than 17o, and from 2,2 - 3,2 MeV it is lower than ENDF/B-IV 
by about 17o or less. 

The data from 0.6 - 6,6 MeV are shown in Fig, 10, The White datum at 
5.4 MeV was increased by 1,57, to allow for the angular distribution of (n,p) 
scattering [33], The evaluated curve above 3.0 MeV is drawn to lie between 
the Czirr and Hansen data points. The data above 6.0 MeV are shown in Fig, 11, 
In addition to Czirr, the data considered here are those of White and Cance 
and Grenier [34], The evaluation follows the Czirr data up to about 13.5 MeV 
and is drawn to pass between the White and Cance data points, and to have the 
shape of the Czirr data. The difference between the White measurement at 
14.1 MeV and the Czirr data should be noted and could be resolved by a few 
absolute measurements between 10 and 16 MeV. The present evaluation and 
ENDF/B-IV differ by a maximum of 17, between 3 - 6 MeV, From 6.0 MeV to 8.0 
MeV the present evaluation rises faster than ENDF/B-IV; is less shallow in the 
dip at 11.0 MeV, and is lower than ENDF/B-IV from L2.5 to 19 MeV differing 
from it by as much as 4.47, at 15,5 MeV. The evaluated cross-sections from 
,2 - 20.0 MeV are given in Table IV. 
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ERROR ESTIMATES 

It is proposed to carry out a detailed analysis of the variance covari­
ance estimates of the U fission cross-section with the help of the Data 
Covariance SubcoDimittee of CSEWG, and the experts at Oak Ridge National 
Laboratory, before the evaluated data files are finalized. This would take 
into account the effects of various thermal and low energy normalizations, as 
well as the influence of the uncertainties in the standard cross-sections. 
Therefore, the following are to be considered as a few tentative estimates of 
the errors in the evaluated cross-section. 

Leonard [7] has suggested an uncertainty of about 37o in the fission 
integral Î ^ = 241.2b. eV. The fission integral from 0,1 - 1,0 keV as deter-

7 -8 

mined from various data sets shown in Table II, differ by as much as 97,, 
though the individual data sets claim a precision of 1,5 - 37„ The five 
values fall into three groups: the low Czirr value, the Gwin and Wasson data 
near the average, and the ORNL-RPI, and the Wagemans measurements at the upper 
end. From these data, it appears that the uncertainty in this fission inte­
gral is about 57,. The average cross-sections from the 1 - 1 0 keV given in 
1 keV bins, differ by as much as 8 - 147, in a bin. From 10 keV - 700 keV, 
the evaluated curve when plotted with ± 57, and ± 77= bands about it are found 
to encompass almost all of the data shown in the plots, including the Van de 
Graaff data. The uncertainty in the cross-section between 1 - 700 keV thus 
appears to be 5 - 77,, The Czirr data, however, are found to lie systemati­
cally on the low side of the 77, band in parts of the energy range. From 700 
keV to 6 MeV, the uncertainty in the evaluated cross-section is 37, as a ± 37, 
band about the evaluated curve includes almost all of the data points, except 
for a few; even for these, their error bars overlap the 37, band. From 6 to 
13,5 MeV, the evaluations follows the Czirr data; in the 14 MeV region there 
are three absolute measurements by White, Cance and Grenier, and Alhazov, 
et al, [35], which are discrepant. The last two values differ by about 157,, 
At these energies, because of the fast rising cross-section, any uncertainties 
in the energy scales of different data sets become important. Some of these 
problems could be resolved by a number of absolute measurements in this re­
gion at well-defined energies. From the data available at present, any error 
estimates in this energy region less than 5 - 77, appear to be overly 
optimistic. 
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TABLE I 

235 
Low Energy Fission Integrals for U 

Author 
& 

Data Set 

Deruytter 
& 

Wagemans 
AN/SN-20131/2 

Czirr 

Private 
Communicat ion 
April 30'76 

Gwin 

AN/SN-10267/24 

ORNL-RPI 

AN/SN-10270/6 

Bowman 

AN/SN-52041/2 

Shore 
& 

Sailor 

AN/SN-51291/20 

Thermal^ 
Fit 

569.8 

± 

2.3 

585.0 

± 
2.6 

580.05 
± 
2.0 

574.1 
± 
2.3 

569.9 
± 
2.0 

577,3 

± 

1.8 

jlO 

7 -4 

(1) 

22C 47 

225,86 

217,49 

221.24 

228,72 

213.31 

I^^ 
7 .8 

(2) 

237.35 

242.27 

234.62 

237.40 

246.02 

121 
(1) 

1.07656 

1.07266 

1.07876 

1.07304 

1.07564 

=1.07533 

1̂ 1 
7 .8 

Relative to 
Version V 
Standards 

243.07 

240.57 

235,92 

241.30 

251.91 

231.86 

Error 

17o 

17o 

1.57o 

27o 

37o 

Reject 

Weighted Mean 241.2 b. eV 

B.R. Leonard, Jr., et aL, Ref 6 
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TABLE II 

235. 
Fission Integral of U from 0.1-1.0 keV 

Author 

Gwin 
Czirr 
ORNL-RPI 
Wasson 
Wagemans 

Mean 
Unweighted. 

Blons 
Lemley 

I (b. eV)^ 

1.1799E-I-04 
1.1403E+04 
1.2399E-K)4 
1.1815E-K)4 
1.2204E-I-04 

1.1924E-H)4 

1.2333E-K)4 
1.1782E-I-04 

I' (b. eV)'' 

1.0515E-K)4 
1.0162E+04 
1.1063E-K)4 
1.0534E-K)4 

1.0995E-(-04 
1.0509E-K)4 

I/j. 

1.12211 
1.12212 
1.12076 

1.12169 
1.12113 

7" 
/l ke 

1 keV 
dE f 

keV 

Mean 1.12156 

..3 keV 1 keV 
o dE + I o 

.1 keV J.U ke 
V = 

keV 
dE 
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TABLE III 

235 
Average U Fission Cross-Section from 0.1-200 keV 

Energy Bin Limits (keV) 

0 .1 - 0.2 
0.2 - 0.3 
0 .3 - 1.0 
1.0 - 2.0 
2.0 - 3.0 
3.0 - 4 .0 
4 .0 - 5.0 
5.0 - 6.0 
6.0 - 7.0 
7.0 - 8.0 
8.0 - 9.0 
9.0 - 10.0 

10.0 - 20.0 
20.0 - 30.0 • 
30,0 - 40.0 
40.0 - 50.0 
50.0 - 60.0 
60.0 - 70.0 
70,0 - 80.0 
80.0 - 90.0 
90.0 - 100.0 

100.0 - 110.0 
110.0 - 120.0 
120.0 - 130.0 
130.0 - 140.0 
140.0 - 150.0 
150.0 - 160.0 
160.0 - 170.0 
170.0 - 180.0 
180.0 - 190.0 
190,0 - 200.0 

<a£> (b) 

20.54 
20.16 
11.22 

7.167 
5.344 
4.763 
4.187 
3.909 
3.287 
3.165 
2.935 
3.025 
2.482 
2.127 
1.977 
1.827 
1.803 
1.752 
1.695 
1.558 
1.572 
1.568 
1,527 
1,525 
1,426 
1.415 
1.413 
1.386 
1,360 
1.359 
1.282 
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TABLE iV 

?35 
U Fission Cross-Section from 0.2-20.0 MeV 

E (MeV) 

0 .200 

0.210 
0.220 
0,230 
0.240 
0 .258 
0.270 
0 .300 
0 .320 
0 ,350 
0.360 
0 .374 
0 .400 
0 ,420 
0 .450 
0 .460 
0 ,480 
0 .500 
0 .540 
0 ,570 
0.620 
0 .660 
0.700 
0.740 
0.770 
0.800 
0.830 
0.850 
0.900 
0.960 
0.980 
1.00 
1.05 
1.15 
1.25 
1.40 

0^ (b) 

1.316 

1.296 
1.279 
1.264 
1.254 
1.240 
1.232 
1.216 
1.210 
1.202 
1.200 
1.197 
1.186 
1.172 
1.152 
1.148 
1.142 
1.136 
1.125 
1.118 
1.107 
1.098 
1.094 
1.097 
1.099 
1,104 
1.112 
1.119 
1.155 
1.206 
1.212 
1.214 
1.214 
1.216 
1.220 
1.232 

E (MeV) 

1.60 

1.70 
1.80 
1.90 
2 .00 
2 .10 
2 .20 
2 .40 
2 .60 
2 .80 
3 .00 
3 .20 
3 .60 
4 . 0 0 
4 . 2 0 
4 . 5 0 
4 . 7 0 
5 .00 
5 .20 
5 .30 
5 .40 
5 .50 
5 .70 
5 .80 
5 .90 
6 .00 
6.20 
6 ,40 
6 .50 
6 .70 
7 ,00 
7 .25 
7 .50 
7 .75 
8 .00 
8 .15 

0^ (b) 

1.257 

1.268 
1.276 
1.281 
1.284 
X.283 
1.279 
1.265 
1.250 
1.236 
1.224 
1.211 
1.188 
1.164 
1.151 
1.131 
1.117 
1.096 
1.082 
1.074 
1.067 
1.061 
1.059 
1.071 
1.091 
1.127 
1,219 
1,338 
1.400 
1.492 
1,605 
1.690 
1.760 
1.802 
1.830 
1.835 

E (MeV) 

8 .25 

8 .50 
9 .00 
9 .50 

1 0 . 0 
1 0 . 5 
1 1 . 0 
1 1 . 5 
1 2 . 0 
12 .2 
1 2 . 4 
1 2 . 5 
12 .75 
1 3 , 0 
1 3 . 5 
13 .75 
13 .85 
1 4 . 0 
14 .25 
14 .5 
14 .75 
1 5 . 0 
15 .25 
1 5 . 5 
15 ,75 
1 6 , 0 
1 6 . 5 
1 7 . 0 
17 .5 
17 .75 
1 8 . 0 
18 .25 
1 8 . 5 
1 9 . 0 
1 9 . 5 
20 .0 

o^ (b) 

1,835 

1.825 
1.810 
1.800 
1,788 
1.780 
1.775 
1.775 
1.790 
1,805 
1.820 
1.835 
1.865 
1.915 
2 ,015 
2 ,060 
2 .075 
2 ,090 
2 .112 
2 .130 
2 .141 
2 .150 
2 .150 
2 .145 
2 .139 
2 .125 
2 .095 
2 .065 
2 .035 
2 .027 
2 .025 
2 .025 
2 .030 
2 .048 
2 .080 
2 .120 



30 

20 

• I -

b 
10 

0.1 

235 U (n,f ) 

•Oif 

0.2 

=*CF= 

1 ^ ^—r 
Gwin 

Czirr 

ORNL-RPI 

Wasson 

Wagemans 8 
Deruytter 

CO 

VO 

J L 
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

E,(l<eV) 

Fig. 1 
235 Average U(n, f* Cross-Sect ion 0.1 - 1.0 keV. 



8.0 

7.0 

6.0 

5.0 
.a 

b 
V / 4.0 h 

3.0 -

2 . 0 

1.0 

=fc»= 

2 3 5 

~I 

U ( n . f ) 

.>.\^/v/v/«<./y/>/>«/>/«. 

• * 

T 1 r 
Gwin 

Cz i r r 

Wasson 

Perez 

Wagemans 

Gayther 

~ w v Blons 

E (keV) 
n 

J L 
10 

NJ 

o 

Fig. 
oTt; 

Average U(n,f't Cross-Section 1.0 - lU.O keV. 



321 

2.6 

2.5 

2.4 

2,3 

2.2 

2.1 

- 2.0 

.8 

1.6-

1,5 

1.4. 

^^—o-

V 

235 U(n,f) 

0 

V 

0 

T 

Wasson 
Perez 
Wagemans 
Gayther 
Blons 
E N D F / B - H 
Gwin 
Czirr 
Szabo (White Chamber) 
ANL '70 
Szabo (Knoxville '71) 
Szabo (Kiev '73) 
Poenitz (Grey Detector) 
White 
Knoll and Poenitz 
Perkin et al En = 22.8keV 

~ 3 ^ ! 

ENDF/B-EZ: 

± ± ± ± ± 
10 20 30 40 50 60 70 80 90 100 

En (keV) 

235. 
Fig. 3 U(n,f) Data up to 100 keV. 



3 22 

2.6 

2 .5 

2 .4 

2 ,3 

2 .2 

2.1 

2 . 0 

1.9 

1.8 

1 7 
1 • ' 

1.6 

1.5 

1 A 

1 

-

. 
1 

1 

1 1 1 1 1 1 1 

^^^U (n . f ) E N D F / B - V 

(PRELIMINARY) 

1 1 1 1 1 1 1 

1 

— 

— 

— 

— 

1 
1 

1 
1 

1 
• 0 10 20 30 40 50 60 70 80 90 100 

En (keV) 

235 
Fig. 4 U(n,f) Evaluation up to 100 keV. 



T T 

235 
U ( n , f ) 

1.7 

1.6 

1,5 

- - 1,4 

1,3 

1 . 2 -

»— Wasson 

•-- Gayther 

• - E N D F / B - I Z 

— Gwin 

•— Czirr 

A Szabo (White Chamber) 
A N L ' 7 0 

A Szabo (Knoxville'71) 
Geel foils increased by 2 % 

V Szabo (Kiev '73) 

V Poenitz (Grey Detector) 

0 White 

E N D F / B - I S 

ENDF/B-3Z: 

(PRELIMINARY) 

OJ 
NJ 

1,1 -

100 120 140 160 180 200 220 

En (keV) 

2 4 0 

Fig, 
235 

U(n,f) Data 100 - 200 keV. 



1.8 

1.7 

1.6 

2 1.5 

,_= 1.4 

.3h 

.2 

.0 J L 

100 

T r T 1 1 r 

^^^U(n,f) ENDF/B-V 
(PRELIMINARY) 

200 
E^ (keV) 

to 

Fig . 6 
235 U(n,f) Evaluation 100 - 200 keV. 



1.8 

1.7 -

1.6 -

1.5 

^ 1,4 

1,3 -

1,2 -

1,1 -

1,0 

— 

_ 

\ ^ 

\ 

1 
1 

1 

1 1 

" ^ ( n . f ) 

A 

A 
• • • • • • • 

—•— —•— 

1 1 

1 1 

E N D F / B - H 

A ~ ~ - ^ 

END 

• 
1 • 1 

A 

A 

V 
o 

5 
0 

D 

F/B 

—•— 

1 

Szabo ANL '70 

Szobo Knoxville '71 

Szabo Kiev '73 

Poenitz (Grey Det,) -

Poenitz (Black Det.) 

Poenitz (Assoc. Activity) 

White 

Wasson 

Robertson a Knoll 

Czirr 

-3Z: ( P R E L I M I N A R Y ) 

— • — 

1 

^ .\t 

100 

to 

200 3 0 0 4 0 0 

En(keV) 

500 600 700 

Fig. 7 
235 U(n,f) Data and Evaluation 100 - 700 keV. 



3 26 

1640 

1600 

1500 

1400 

E 

1300 

1200 

100 

1040 

235 
U(n, f ) 

1 0 
\ 

'&A 

t\ " 

ENDF/B- I2 

Wasson 

Czirr 

A 

A 

V 

o 

K
H

 

0 
• 

+ 
a 

• 

Szobo ANL 70 
Szabo (Knoxville '71) 
Szobo (Kiev '73) 

Poenitz (Grey Det,) 
Poenitz (Block Det,) 
Poenitz (Assoc. Activity) 

White 
Hansen 

Czirr 

Gilliam a Knoll 
Robertson a Knoll 
Kaeppeler 

\ 

ENDF/B-3Z: (PRELIMINARY) 

± ± ± 
0.3 0,4 0,5 0,6 0,7 0,8 0,9 

E„(MeV) 

LO 

Fig , 8 235 
U(n , f ) Data and E v a l u a t i o n 0 . 1 - 1,0 MeV, 



1400 

235 

1300 

E 
^ 1200 

MOO 

V Poenitz Grey Detector 
o Poenitz Black Detector 

2 Poenitz Associated Activity 
A Szabo 
• Honsen 
+ Czirr 
a Gilliam a Knoll a 

Robertson a Knoll 
0 White 

CO 
tsJ 
- J 

1000 1.0 
± 

En (MeV) 
2.0 3,0 

Fig, 9 
235 U(n,f) Data and Evaluat ion 0.2 - 3.2 MeV. 



.Q 

1.40 

1.35 

1.30 

.25 

.20 

1.15 

1.10 

.05 

235u(n.f) 

. LENDF/B-2:(PRELIMINARY) 

ENDF/B-EZ: 

VI Czirr 
• Hansen 
0 White 

.00 J i 
0.6 

n 

4 
(MeV) 

NJ 
00 

Fig. 10 
235 U(n,f) Data and Evaluation 0,6 - b.b MoV. 



2.3 

2.2 

2.1 

2.0 

1.9 

2 1.8 

•ni.7 

1.5 

1.4 

1.3 

1.2 

235 U(n,f) 

Czirr 
0 White 
• Cance 

ENDF/B-EZ: 

i '^ENDF/B-2: (PRELIMINARY) 

8 10 12 14 
En (MeV) 

18 

VO 

20 

Fig. 11 
235 U(n,f) Data and Evaluat ion 5.0 - 20.0 MeV. 



330 

VJSCUSSJOHS 

A. Smith Are the input data for the evaluation all formally published, or 

are you using preliminary data? 

M. Bhat We have been using preliminary data, for example, the Wasson data. 

A. Smith How do you justify using preliminary data? 

R. Peelle Let me answer. In this case the new data appeared not to in­

crease the scatter of the data; they appeared to fall into the band of 

previous data. There was not the type of problem as in the past. 

A. Smith Yes, there were a lot of problems from this procedure in the 

past. I think of some capture cross sections, for example, 

L, Stewart I think. A, Wasson told us at the time or at least now, that 

this (data) was what it was going to finally be, 

G, Wasson As far as I know now there won't be many changes, 

W, Poenitz There is another point here. You had a "first-estimate" evalu-

tion for ENDF-V distributed prior to the BNL meeting. At 250 keV your 

curve went through a point from the U. Michigan (Robertson) which was some 

3% higher than what I had evaluated[l]. The evaluated ENDF-V now is some 4% 

lower than what I evaluated at this energy. The only data set which has 

been added since the "first approximation" is the preliminary NBS data. 

Which means that the U-235 evaluated cross section has been changed based 

on a preliminary data set by some 7%, Not only preliminary data are used, 

but they are used with much higher weight than others, 

M, Bhat I guess your statement assumes that the first curve was suggested 

as the final thing, however, it was only a zero approximation, I agree 

that the cross section was brought down because of the NBS measurements, 

W. Poenitz The other thing 1 wonder about is the spread of about 10% 

which you have among the low energy normalized data. If you look at the 

newer monoenergetic measurements (for example, those Szabo measured, or my 

data, or those from the U, Michigan) you find that the spread is usually 
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3%, Why then don't you use these data to normalize the shape data, instead 

of going over the low energy data which spread by 10%? 

M. Bhat That is a good question. But I suppose there is some justifica­

tion to go from thermal to get a consistent normalization, 

R. Peelle As far as I had a part in this, I had the impression that the 

curve obtained from the low energy normalization and the higher energy data 

did not differ by more than the uncertainty of either one. This may have 

been fortuitous. You remember we used the shape by Gayther and normalized 

to the data above 200 keV, ignoring the white source measurements. Then we 

normalized Gayther to the data going down to thermal, and the change was two 

percent or so. 

G. Knoll Let me comment on the Michigan data which by chance is in a range 

of some interest here, roughly from 100 to 1000 keV. Since the start in 

1970 our purpose has been to provide normalization values and this was the 

sole purpose. The comment I want to make is that there seems to be tendency 

here to accept some of the points, for example, the 960 keV point, and to 

feel free to deviate from others. I think that is dangerous. They ought to 

be all accepted or bypassed on the one side or other. There are so many 

things common to these points that they are expected to be all correct, or 

all high or low. 

M. Bhat But your sources are different. 

G. Knoll They are different, but the calibration is the same, the samples 

are identical, etc. 

H. Knitter I would like to show a figure from the work of Wagemans.* What 

he finds is an extremely good agreement with other monoenergetic measure­

ments. 

C. Bowman I would like to hear more on what the Li-6 results were. 

H. Knitter I have this report with me. I think there are discrepancies 

up to 3 to 4%, compared with B-10. 

L. Stewart If I may remark, the data at Oak Ridge were taken with both, 

Li-6 and B-10, and they found no difference in this energy range. 

R. Peelle I would not put emphasis on these ORNL findings. 
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L. Stewart In this energy range the deviation from 1/v is essentially zero. 

M. Bhat 3 or 8%. 

H. Knitter One must be careful with the Li-6(n,a) because it is not 

isotropic. 

C. Bowman Was the Li-6 done with a foil or a glass? 

H. Knitter With a foil and detected with a solid state detector. 

[1] W. P. Poenitz, "Evaluation of U-235 (n,f) Data Available at and since 

the 1972 Vienna Panel", Memorandum to the participants of the CSEWG 

Normalization and Standards Subcommittee Working Session, Oct. 1975. 

* The figure which was shown is from the paper by C. Wagemans and A. J. 

Deruytter on "The Neutron Induced Fission Cross Section of U-235 in 

the Energy Region from 0.008 eV to 30 KeV", to be published in Ann. 

of Nucl. Energy (Fig. 6). 
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National Bureau of Standards 
Washington, D,C, 2023^ 

ABSTRACT 

252 
A measurement was made in a Cf spontaneous fission neutron 

field to determine the absolute fission cross section of U 
(1205 ± 27 mb), andoatpthe same time to determinepthe fission cross 
section ratio of ^ U/ '̂-'u {0.26kk ± 0,0035) and "̂ P̂u/ -̂ Û 
(1.500 ± O.O2U), Two NBS double fissionpphambers were moimted 5 cm 
on either side of a singly encapsulated Cf source {h x 10 n/sec, 
l,i+ mm emission volume) in compensated beam geometry. The Cf 
neutron source strength was calibrated in a Manganous Sulfate Bath 
relative to the NBS-I, the internationally compared Ra-Be photo­
neutron soTirce, Corrections were made for geometrical effects 
(1,0085 ± 0,006U), for undetected fission fragments (typically 
1.0222 ± 0,0030), for neutron elastic scattering (typically 
0,9587 ± 0,0199) and for inelastic scattering to subthreshold 
energy for U (0,986 ± 0,007), Integral results are compared 
with various differential data sets using an evaluated Cf 
fission spectrum. 

INTRODUCTION 

Useful information in nuclear data validation is provided by experiments 
with intense, small volume Cf spontaneous fission neutron sources used in 
point geometry configurations with light-weight fission chambers in "compen­
sated beam geometry." Such integral measurements are simple to perform and 
the results depend primarily on the neutron source strength, fission deposit 
mass, and geometric measurements. Corrections due to neutron scattering, 
undetected fission fragments, and flux gradients are generally small, 

235 This paper will revieWpthe measurement of the absolute U fission 
cross section and the U/ U and Pu/ U fission cross section ratios 
reported [l,2] at the Nuclear Cross Section and Technology Conference 
together with corrections made since that time. 
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In comparing the integral results with predictions of data differential 
in energy, thepShape ofpthe fission neutron spectrum is required. For ele­
ments such as U and Pu, which have a relatively flat cross section over 
fission neutron energies, a detailed knowledge of the fission spectrijm is not 
necessary as a change in the average energy for a Maxwellian shape fission 
spectrum of 8^ causes less than a 0.^% i5han;ge in the .spectrum averaged cross 
section. For threshold reaction such as the U fission cross section, a 
more detailed knowledge of the fission spectrum shape is required. The com-
Darison of the integral results presented in this paper employs an evaluated 

Cf fission spectrum of Grimdl and Eisenhauer [3,^], The average cross 
section, obtained from the integral from 0,it eV to 20 MeV of the fission 
spectriom times the differential cross section, includes errors due to uncer­
tainties in the evaluated spectrim. 

INTEGRAL MEASUREMENTS 

Figiure 1 shows the physical arrangement used in making the integral 
fission cross section measurement. For primary measurements, two NBS double 
fission chambers are separated by about 10 cm by a rigid, lightweight support 
structure. The Cf source, whose details are shown in the bottom of the fig­
ure, is located midway between the chambers. In this compensated beam geo­
metry, the sum of the fission rates recorded separately for each chamber 
depends on the square of the deposit separation, with second order correct­
ions depending on the exact location of the source and on the mass difference 
of the deposits in each chamber, 

235 238 235 
pThe data for the absolute U fission cross section and the U/ U 

and Pu/ U ratio were taken simultaneously. The U deposit was always 
located in the "bottom" half of the double fission chamber. Mechanical 
measurements to the platinijm foil backing were made with a depth micrometer 
fitted with an electrical contact to an average accuracy of ± 56 ym. Meas-
ments of the chamber separation were made using a theodolite (calibrated with 
a steel rule temporarily located under the chambers) to an accuracy of 
± 75 ym by observing a scribe mark on each chamber, and by measuring four 
points aroimd the siorface of the fission chamber head. To maJce the second 
order correction, the position of a dummy source was also recorded. The 
total error in the absolute measurement due to distance uncertainties is 0.6/< 
at 10 cm deposit separation. For the ratio measiorement, the absolute chamber 
separation is unimportant and only a gradient due to the finite thickness of 
the polished platinum backing (19.I mm diameter and 0,13 mm thick) of the 
fissionable deposits (l2,T mm diameter oxides) is important. By rotating the 
chambers l80° about their stems and taking equal weighting of the data 
obtained in each orientation the gradient effect is automatically included, 
as are effects due to fission fragment momentimi and effects of scattering in 
the platinum backing, A stringent test of the spatial measurement technique 
used in the absolute measurement can be made by comparing the mass ratios 
inferred from measurements in the thermal beam of the NBS reactor and from 
measurements with the Cf soiirce. The former depends on a simple l80° rota­
tion of the fission chamber while the latter depends on the source-to-deiXDsit 
distance as well as the l80° chamber rotation. These two methods of deter­
mining the mass ratio agree within (0,15 ± 0,U)5S. 
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235 The two largest -uncertainties in the absolute U measurement are the 
determination of the Cf source strength (l,2^) and the detennination of the 
fission deposit masses (l,3^). Both of these are currently being reviewed 
to determine what improvements can be made in their accuracy. Hence only a 
brief summary will be made. 

The Cf soTirce was calibrated in the NBS Manganous Sulfate Bath facility 
against the absolutely calibrated Ra-Be photoneutron source NBS-I as reported 
by Noyce [5], The Cf source was calibrated several times during' the experi­
ment and had a nominal value of i+ x 10 n/sec. The source strength for day 
to day runs was corrected for decay using a half-life of 2,638 years. The 
soiirce consists of Cf^OpSO, particles imbedded in a stainless steel and 
aluminum capsule in the form of a cylinder with the diameter equal to the 
height, 0,762 cm. An X-ray of the source showed the soiirce emission voliome 
to be about 1,U mm . To further understand the errors involved in source 
strength measurements, the National Bureau of Standards (NBS) is currently 
involved in a source strength comparison program with Physikalisch-Technische 
Bundesanstalt (PTB). This involves comparing neutron sources calibrated at 
each location by transfer methods using gold foils and the double fission 
chambers. 

For each isotope, there is a "reference" deposit. Working deposits are 
normally compared relative to the reference using the double fission chamber 
at the thermal beam of the reactor. The determination of the reference mass 
has been previously described [6], Unfortunately due to a reactor shutdown, 
the determination of the mass ratio of the working deposits to reference 
deposit using the fission chamber was not completed for the results reported 
at the Technology Conference, and these results depended on preliminary alpha 
counting data. The fission chamber comparison of the working deposit to the 
reference deposit have now been completed and the results are given in Table 
I, For U two sets of deposits were USSd: one of a nominal 500 yg/cm 
which was used inpConjunction with the U ratio data andptjie other of a 
nominal 200 yg/cm used in conjunction with the Pu and Np ratio data. 
The thermal beam determination of masses lead to a 0.'^k% change in the value 
of the 500 yg deposits and virtually no change in the 200 yg deposits. The 
corrections in the U and U resultsodue to this mass redetermination 
are resectively 0.2̂ +̂  and 0.^k%^ IHae U deposits were natural \aranium 
containing (0,720 ± 0,005)^ of U, This allows a direct comparison of the 

U/_o U deposit mass ratios using the thermal neutron beam. The errors on 
the U masses given in Table I are the errors an this mass ratio obtained 
measuring the ratio of the U content of the U deposit relative to the 

U deposit used in the ratio measurement. 

Table II summarizes the corrections and uncertainties for the absolute 
U measurement. Both corrections for the extrapolation to zero pulse 

height (ETZ) (to account for pulses below the lowest discriminator setting 
used in the normal triple scaler arrangement [6]) and absorption of the 
fissionable deposit depend linearly on mass of the deposit. For the two foil 
sets used in the •'Umeasurement, the ETZ correction waSpQ(̂ 9̂  and X.^Zf" and 
the absorption corrections were 1.3^ and 3,2^, For the Pu and U data 
the ETZ corrections were 0,5^ and 1,9^ respectively. To reduce the room 
return background to 0,^5^, the fission chambers and the Cf source were 
surrounded by a large cadmium cylinder (90 cm length by 69 cm diameter). 

file:///aranium
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The background was measured by two methods. The first method makes use of 
the 235u data alone with deposit separations of 10 and 20 cm, and the second 
depends on the 238u/235u ratio data at these two distances assuming no back­
ground in the 238u data. Since the results reported at the Technology Con­
ference, [l] the source anisotropy has been measured directly, by observing 
fission rates as the source was rotated to selected positions about an axis 
at right angles to the capsule stem shown In Fig. 1, instead of relying only 
on calculations as was the case earlier. This caused the soiirce capsule 
correction to be changed from our earlier value of 0,99^0 ± 0.008 to the 
current value of 0,9922 ± ,003, The platinum-backing scattering correction 
was determined by observing the change in the 235u reaction rate for one, two, 
and three normal thicknesses of platinum. Corrections for scattering from the 
support material and the fission chambers are made only by calculations. 

For the \]/^^'^\J and ^^^Pu/ U data, the correction for fission in 
other isotopes was (0.65 ± 0,3)^ for the 240pu in the 239Pu deposit and 
(2,76 ± O.l)^ for the 235u in the 238u deposit. For ^SSy^ the correction for 
neutrons inelastically scattered below the fission threshold was O.986 ± 0.307, 

^^^CF NEUTRON SPECTRUM 

252 235 
The Grundl and Eisenhauer [3,^] evaluation of the Cf and U neutron 

spectra began with fitting all of the available experimental data with a 
Maxwellian function to determine the best average energy parameter, Eav =2.13 
for 252cf and Eav = 1-97 for 235u, over the energy interval 0,25 to 8 MeV, 
The total energy interval was divided into five energy intervals with approxi­
mately equal group fluxes plus two more to account for data below 0,25 MeV 
and above 8 MeV, For the Technology Conference [3] a weighted average devia­
tion of the experimental data from the reference Maxwellian for each of the 
seven regions was calculated. For the Petten meeting [h] the deviations were 
refitted with four linear segments which are continuous across the energy 
boundaries. Since above 6 MeV the experimental data deviate fairly rapidly 
from a Maxwellian fimction, this region was fitted with an exponential seg­
ment which is continuous across the 6 MeV boundary. Table III lists the 
group fluxes for the 252cf neutron spectrum for both the reference Maxwellian, 
with Eav ~ 2.13, and the segment-adjusted Maxwellian. It can be seen that 
the main difference occurs in the high energy region. The last column lists 
the percent uncertainty in the evaluated spectrum at the 67^ and 95% confi­
dence levels. Table IV lists the parameters used to adjust the reference 
Maxwellian. 

INTEGRAL-DIFFERENTIAL COMPARISON 

Figures 2-k show the type of comparison possible between the integral 
and differential data dusing the segment-adjusted Maxwellian. The lower 
portion contains two curves representing two cumulative responses from O.l* eV 
to the neutron energy, E . The curve labeled F is the cumulative spectrum 
of the segment-adjusted Saxwellian, The curve labeled R is the cumulative 
response of the segment-adjusted Maxwellian times the differential cross 
section. The average cross section, <a>, is defined by the expression: 
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20 MeV 

< a > = j a(E) <1)(E) dE 

O.U eV 

The actual values used to generate these curves and the average cross section 
value were calculated with the computer code DETAN [7] using the SAND-II 620 
group energy structiire, T^e uppgrgportion of Figs. 2-i| is the differential 
fission cross section for U, U and Pu respectively taken from 
ENDF/B-IV. The dashed line is the average cross section value as calculated 
by Eq, (1). For the flux, arrows locate the median energy, and the energies 
of the 5th and 95th percentiles. Corresponding energies for each response 
are also indicated, 

235 239 
For both the U and Pu cross section the curves F and R have nearly 

the same value, implying that the differential cross section does not differ 
from its average by a large amount over an^energy range where most of the 
neutrons from the Cf source occiir. For U, Fig, 2, for energies from 0,26 
to 5,5 MeV, corresponding to 90^ of the Cf neutrons, the maximum deviation 
from the average value is 15^, For Pu, Fig, 3, for energies from 10 keV 
to 5.7 MeV, which covers 95^ of the Cf neutrons, the difference from the 
average value is 17^, In fact, for energies which cover essentially the 
entiKegresponse of neutrons from Cf, 10 keV to 10 MeV, the deviation is 31^, 
For U, Fig, U, with its threshold, the behavior is quite different. 

Table V summarizes the energy at which the cumulative response is 0,05, 
0,5J and 0,95- Since the energies are nearly the same for U, Pu and 
the segment-adjusted Maxwellian, the integral data can be used over a broad 
range to normalize shape differential data instead of at a single point as 
is often done. 

Specific comparisons of our integral results with various differential 
data are given in Tables VI and VII, Table^-VI compares the integral results 
with the evaluated ENDF/B-IV and for the U case, the average of Poenitz 
[8] of data since the Vienna meeting which omits the revised data of Adamov, 
Caucd', etc. The errors listed for the differential results are those due 
to the imcertainties in the evaluated Cf spectrum and are computed by Eq, (2). 

2 
e M •2^x\ 

a l̂ .x.l -^ " ^ i 

2 

_ 2 "("i 

[o.-a) ~J' (2) 

where the group flux, x- - (JJ.AE., and its percent error are given in Table III. 

Table VI compares the integral results with various differential ratio 
measurements, namely those of Behrens, et al. [9,10] and Coates [ll]. To 
makethe comparison, it is necessary to first convert the ratio data into an 
inferred cross section which is then averaged using the Cf spectrum as a 
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weighting function. The inferred cross section and their percentage 
differences from the inferred values listed in Table VII were obtained from 
Behrens [ B ] , and Coates [C], ratios using the 235u cross section from 
ENDF/B-IV and Poenitz, It can be seen that the 238u results of Behrens 
agree better with the integral results than do the results of Coates, In 
fact for both 238u and 239pu the data of Behrens et al, agree better with 
the integral results than the data from the ENDF/B-IV files, 

A comparison of the ENDF/B-IV results given in Table VII shows a 
greater difference in the cross section ratios than in the individual cross 
sections and the differences are outside the experimental error in the in­
tegral results. Fabry's [12] cross section ratio measurements, which 
average over a 235u fission spectrum, also show this difference. The 235u 
fission spectrum is generated at the center of a one meter diameter 
spherical cavity within a graphite thermal column. Simple and variable 
geometrical arrangements were used and evaluated for neutron field purity. 
The fission rates were measured in three fission chambers of different size 
and design and the fissionable deposits were fabricated and calibrated in 
different locations. Table VIII gives the 235u/238u ratio averaged over a 
235u fission spectrum from Fabry who used fission chambers and deposits from: 
NBS; GfK, Karlsruhe; and Saclay. The difference between Fabry's integral 
results and the ENDF/B-IV data weighted by the evaluated 235u fission 
spectrum is 6,5^ for 235u/238u and k.T% for 239Pu/235u, 

235 239 
Table IX compares the ^U and Pu cross sections taken from ENDF/B-IV 

weighted by the reference Maxwellian fission spectra for 252cf (Eav = 2,13) 
and 235u (Eav = 1-97), From the table it can be seen that the difference 
in the average cross section for the two fission spectra is less than 0,1/J 
for the 235u cross section and 0.k% for the 239pu cross section and that the 
239Pu/235u ratio should be 0,lt̂  higher for the 252cf spectrum. Experiment­
ally the 239pu/235u ratio is 1,500 ± ,02it for the 252cf spectrum and 
1.50i+ ± ,030 for the 235u spectrum. The average of all the differential 
data for this ratio is l.k5 3hich is about 3,3^ lower than the integral 
results, 

235 
Since the average cross section for U is insensitive to the differ­

ence between the 252cf and 235u fission spectra, our value of the 235u cross 
section can be used to obtain cross section from Fabry's ratios. This pro­
cedure gives 306 ± 9 mb for the 238u results. This can be compared with the 
value of 313 ± 3,U mb deduced from the Leachman and Schmitt [l3] value of 
(0.756 ± 0.008)/v and using a value of 2,^19 for the total number of neutrons 
per 235u fission. 

In an attempt to obtain more information than is available from a single 
value for the integral results, one often performs a multigroup analysis. 
Such an analysis must be done with care, including a careful error analysis, 
and all data must be examined to insure that contradictory conclusions are 
not reached. A multigroup analysis which trys to infer something about the 
:̂55u cross section below the threshold of the 238u(n,f) reaction, Er, and 
the type of problems which occur is given below. From Table VII it can be 
seen that there is good agreement between the 238u cross section inferred 
from Behrens ratio data and the integral value. Hence make the following 
four assumptions and see what conclusions can be reached: (l) the integral 
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U/ U ratio correct., (2) Behrens U/ U ratio measurement is correct, 
(3) the integral value of the U average cross section is correct, ando(it) 
the evaluated Cf fission spectrum is correct. To obtain the inferred U 
cross sectionpaodifferential U cross section is needed to convert the 
ratio into a U cross section which can then be compared with the integral 
value according to Eq, 3, 

<28>j = J R(E)̂ â(E)(|>(E)dE (3) 

^T 

where I denotes the integral measurement, R(E) the differential U/ U 
measurement, a(E) the differential U cross section, (|)(E) the Cf spectrum. 
From Table VII it can be seen that both the U from ENDE/B-IV and the 
average of Poenitz give the same value of the inferred U cross section 
which then agrees with the integral result. This implies that the 235u cross 
section above E is correct. This portion of the 235u cross section is 
denoted by <a25^^ in Eq, k. To infer information about the 235u cross 
section below E_, one can do a two group analysis. The integral 235u cross 
section can be split into two regions above,(+), and below, (-), the 238u 
threshold, Assiome that to bring the integral results into agreement with the 
calculated differential values, the 235u cross section can be renormalized, 
Eq, (1) can be rewritten as: 

<025>j = X_<a25>_+ X+<C^25>+ (̂ ) 

with 

X_<025>_ = C ~'a(E)(t>(E)dE (5) 
E,p 25 

235 
Eq, (1+) can be solved for <cJpc->_ which, using the ENDF/B-IV -̂U cross 
section and the other experimental results implies that this cross section 
should be lowered by 5-9^ from E down to where the response from the Cf 
neutron is unimportant (about 6 EeV), Carrying out the associated error 
analysis on Eq. (k), the uncertainty on «^nc^ i^ - ^•X%- Hence one can 
make either of the following statements about~the ENDF/B-IV -̂-'U cross 
section: from the two group analysis it should be lowered by (5.9 ± ^+.1)^ 
between 6 keV and Ê ,; and from the one group analysis (Table VI) it should be 
lowered by (3.0 ± 2.2)^ between 6 keV and 6 MeV, There is, however, more 
data which shoiild be considered before any conclusions are reached. There is 
also good agreement between the 239pu cross section inferred from the Behrens 
et al ratio measurement and the 235u cross section from the ENDF/B-IV with 
the integral value. In assumptions l-k replace -̂̂ "U with 239Pu, Since Pu 
is not a threshold reaction, some further assumption is necessary if a two 
group analysis is to be done. To check the consistency of the previous 
result, assume that the -̂-'U cross section is correct above E_, Carrying out 
similar analysis for Pu with these assijmptions leads to the result that the 
ENDF/B-IV 235u cross section should be increased by (0,5 ± k.3)% below the 
238u threshold. This result is in contradiction to the conclusions 
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reached by examining only the U case. The results of this type of analysis 
shows that there is no one cross section or region of cross section which can 
bring all of the differential and integral results into agreement to better 
than a few percent, 

CONCLUSIONS 

235 
Absolute U fission cross section measurements were made simultaneously 

with 238u/235u and 239pu/235u ratio measurements for 252Qf neutrons using 
two NBS double fission chambers. The respective values are 1205 ± 27 mb, 
0,26itit ± 0,003 and 1,500 ± 0,02l+. The results were compared with various 
differential data sets weighted by a segment adjusted reference Maxwellian 
Cf neutron spectrum. The uncertainties in the folded cross sections due to 
uncertainties in the fission spectrum were less than 0,2^ for 235u and 239pu 
and 0,9^ for 23ou. The following conclusions can be reached: 

1. Integral data can be used to determine preference within various 
differential data. 

2. Independent of the integral values, weighting the differential 
data by the Cf spectr\im can be used to normalize differential 
data over a broad energy instead of at a single point (i,e,, 
ik MeV) or a narrow energy region ( 2 - 3 MeV) as is often done. 

3. There is no one cross section or cross section region which 
will bring all of the data into agreement to better than a 
few percent. 

k. The best overall agreement of the integral results favor a 
lower 235u cross section, such as the average of Poenitz [8] 
or the proposed ENDF/B-V and the cross sections inferred 
using this cross section and Behrens et al. ratio data. 
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TABLE I 

Deposit Masses 

Element 

235u 

238y(a) 

239p, 

Mass (yg) 

21+8.3 ± 3.0 

23I+.7 ± 2.9 

620,7 ± 8.7 

556.3 ± 7.8 

69I+.8 ± 9,3 

5I+6.8 ± 7 .3 

lOl+.O ± 1.1+ 

10l+,7 ± 1.1+ 

Error on the mass is the error in measuring the 
ratio of the 235u content in the 238u deposit 
relative to the 235u deposit used in the ratio 
measurement. 
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TABLE II 

235 Error Components of U 

Mass of Fission Deposit 

Cf So\arce Strength 

Fission in other isotopes 

Geometrical 

Deposit Separation 

Finite Deposit Diameter 

Source not at midpoint 

(h) 
Undetected Fission Fragments 

Extrapolation to zero pulse height 

Absorption in deposit 

Neutron Scattering 

Total room return 

Source capsule 

Fission chamber 

Support structures 

Platinum deposit backing 

Total Error 

Fission Cross Section 

Correction 

0,9987 

1,0075 

1,001 

1,0090 

1,0132 

0,9955 

0.9922 

0,9888 

0,99̂ +5 

0,9870 

(a) 
Percent Error 

1,3 

1,2 

0,1 

0,6 

0,1 

0,2 

0.5 

0.3 

0,2 

0,3 

0,U 

0,5 

0,8 

2,25 

Percent error in U(n5f) due to imcertanlty in listed component 

(b) 
For light deposit 
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TABLE III 

Evaluated Cf Fission Spectrum 

Energy 
Boundary 

0 . 0 - 0 , 2 5 

0 , 2 5 - 0 , 8 

0 , 8 - 1 , 5 

1 . 5 - 2 , 3 

2 . 3 - 3 . 7 

3 .7 -8 

8-12 

12-20 

(a ) 
Refe rence 
Maxwell ian 

0 .050 

0 ,179 

0.222 

0 .193 

0 .199 

0.11+7 

0.0097 

(0 .0007) 

Eva lua t ed^^^ 
Spectrum 

0.01+7 

0,181+ 

0 ,220 

0,191+ 

0 .200 

O.II+6 

0.0087 

(0 .00058) 

U n c e r t a i n t 
± l o 

13 

1 .1 

1.8 

1.0 

2 . 0 

2 . ] 

8.5 

i e s {%) 
± 2a 

26 

3 . 3 

3 .6 

3 . 1 

3 .0 

1+.8 

17 

(a) 

(b) 

The group-flux, X ( E ) , is proportional to /E exp(-1.5E/E )AE 
cL V 

Group-f l \ ixes for t h e s e g m e n t - a d j u s t e d Maxwel l ian 

(a) 

TABLE IV 

Segment Parameters For Adjusting the Reference Majcwellian 

Energy Region 

0 .0 - 0 .25 

0 .25 - 0 .8 

0 .8 - 1.5 

1.5 - 6 .0 

6 .0 - 20 

F(E)^^^ 

0 .763 + 1.20E 

1.098 - O.ll+E 

0 .9668 + 0.02ltE 

1.0037 - O.OOO6E 

1.0 e x p ( - 0 . 0 3 ( S - 6 ) ) 

The segment-adjusted Maxwellian is obtained from X(E)F(E), with E in MeV 
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TABLE V 

Energy of Cumiilative Response 

Element 

Seg. Adjusted Maxwellian 

235u 

238^ 

239p, 

E 

0,05 

0,26 

0,22 

1.5 

0,29 

at Response 

0,5 

1.7 

1.7 

2,8 

1,8 

Df 

0.95 

5.5 

5.8 

7,2 

5,7 



TABLE VI 

Comparsion of Integral Results With Differential Results 

Cross S e c t i o n 

235 

238^ 

23V 
238u / ' 3^U 

2 3 9 p , / 2 3 5 y 

I n t e r g a l 

1,205 ± 0 ,027 

0 .3186 ± 0 .0080 

1.808 ± O.OI+5 

O.26I+I+ ± 0 .003 

1.500 ± O.O2I+ 

ENDF/B-IV 
Value % D i f f e r e n c e 

I.2I+I ± 0 .002 - 3 , 0 

0,3151+ ± 0 , 0 0 3 1-0 

1,789 ± 0 ,002 1.0 

0,251+1 ± 0 .002 3 .9 

1.1+1+2 ± 0 ,002 3 .9 

P o e n i t z U Average^ 
Value % D i f f e r e n c e 

1.228 ± 0 .002 - 1 . 9 

(a) See reference [8] 

TABLE VII 

Comparsion of Integral Results with Differential Ratio Results 

. ( a ) 
I n f e r r e d Cross S e c t i o n 

2 3 8 ^ 

238yC 

239p^B 

ENDF/B-IV 

Value % D i f f e r e n c e 

0 .3206 - 0 . 6 

0 .3032 1+.8 

1.809 - 0 . 1 

235 
P o e n i t z U a v e r a g e 

Value % D i f f e r e n c e 

0 .3206 - 0 . 6 

O.303I+ '+•8 

1 .791 0 . 9 

^^^B=Beherns et al.[9,10], C=Coates[ll] 

L^ 
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TABLE VIII 

Integra^ Cross Section Ratios for,Three 
Types of Fission Chambers 

Fi s s ion Chamber 

NBS 

GfK 

Saclay 

V^^^U'X235)/^f(^^^U,X235) 

3,91+ ± 0.08 

3,93 ± 0,09 

3,88 ± 0,10 

(a) From reference [12] 

TABLE IX 

Comparsion of ENDF/B-IV data Averaged With 

?52 235 "̂  Cf and ^U Fission Spectra 

Cross Sect ion 

235u 

239p, 

F i s s ion Spectrum 

252cf 235^ 

12UI+ 12I+3 

1790 1782 
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Z 

0 ALUMINUM 

• TEFLON 

0 STEEL 

^ ^ •• ' ' ' ^ ^ ^ ' ^ ' ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ • •• 

' ' ^ ^ > ' ' ' * • ' " ^ ^ ^ ^ • ' ' E3 U 

or 

2 cm 

SOURCE EMISSION VOLUME 

kWWV- M u . i m i m i m 

l l i n i u < n m n ^ ^ 

Cf SOURCE CAPSULE 

m i n i U l T T . 
u m m m r J 

Figure 1, Physical arrangement for measuring Cf spectrum averaged fission 
cross sections, A Cf source capsule is located midway between 
a pair of NBS double fission chambers. Each chamber contains a 
pair of fissionable deposits, A schematic side view of the Cf 
source capsule with the emission column is shown at the bottom. 
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235 -'""U(n,f) 

t t -
R = .5 R = .95 

1.0 ] \ I 1 1 1 1 I 

R= •<F>jro-{E)^(E)dE 
.4eV 

F=J ^{E)dE 
.4eV 

I I I I m l 

E , MeV 
1.0 10 

235 
Figure 2. Comparison of U(n,f) differential cross section data with 

its computed average value using an evaluated segment adjusted 
Maxwellian fission spectrimi. 
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1.0 

239 

0. 

.01 

,001 
.01 

Pu(n,f) 
F=.95 

F=j ̂ (E)dE 
.4eV 

R = . 5 

1 \ I I I I I I 

En , MeV 
10 

239, 
Figure 3. Comparison of Pu(n,f) differential cross section data with 

its computed average value using an evaluated segment adjusted 
Maxwellian fission spectrum. 
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— 

mil 
.01 0.1 

n » MeV 
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238 
Figure 4. Comparison of U(n,f) differential cross section data with 

its computed average value using an evaluated segment adjusted 
Maxwellian fission spectrum. 
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VJSCUSSJOHS 

A. Smith Did you check your numbers against what M, Bhat got for his 

proposed U-235? 

H. Heaton Yes, we had to assume something below 200 keV, but the number 

we get is 1,288 which essentially agree with our results. That is why we 

were happy with the Bhat and the Poenitz curves because it gave a lower 

number than ENDF-IV. 

G. Knoll I would like to comment that we have done essentially the same 

measurement. It is dangerous to quote preliminary numbers, but our value 

is within 1% of the NBS result. 
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UNRESOLVED RESONANCE PARAMETERS OBTAINED FROM 

POLARIZATION MEASUREMENTS ON ^^^U 

G. A, Keyworth, M. S. Moore and J. D. Moses 

University of California, Los Alamos Scientific Laboratory* 
Los Alamos, New Mexico 87545, U.S.A. 

ABSTRACT 

Recent measurements using polarized neutrons and a polarized 
U target are analyzed with the objective of providing guidance 

to evaluation efforts for ENDF/B-V. This study is particularly 
addressed to the unresolved resonance region and above, where 
fluctuations are observed in the partial cross sections. We find 
strong evidence to support the hypothesis that these fluctuations 
are associated with local enhancements due to the double-humped 
fission barrier. We discuss the applicability of these data in 
improving estimates for various average parameters (level density, 
fission width, radiative capture width, s- and p-wave strength 
functions) and arrive at a recommended procedure for evaluating 
the observed structure. 

INTRODUCTION 

The existence of pronounced structure in the neutron-induced fission 
and total cross sections of 235u below "^ 100 keV is well established, and 
several analyses have been performed [1-4] which indicate that the struc­
ture in the fission cross section cannot be explained by the usual statis­
tical model treatment of unresolved resonances. It has been suggested 
[1,3,4] that the fluctuations can be attributed to modulations or local 
enhancements due to states in the second well of the double-humped fission 
barrier. If this suggestion is correct, it would imply that the present 
treatment of unresolved resonance cross sections using evaluated data from 
ENDF/B is inadequate, and could lead to substantive differences in the 
calculation of self-shielding factors, reactivity coefficients, and the 
general treatment of cross sections for reactor design. 

The only mechanism which is known to lead to intermediate structure in 
fission is enhancement of the fission widths by states of the second well 
of a double-humped fission barrier (Class II states), Cao [1] has pointed 

*Work performed under the auspices of the United States Energy Research and 
Development Administration, 
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out that the observed frequency of the fluctuations in (̂ ^̂ U + n) is con­
sistent with the systematics of sub-threshold fission for non-fissile 
targets and of second well parameters deduced from fission Isomers, This 
mechanism requires that the fluctuations be produced by Class II states of 
definite spin. This has been experimentally verified by Keyworth et al.[5] 
for (237NP + n), Thus we expect that if the structure in (^^^U + n) arises 
from such a mechanism, the statistical tests which indicate non-statistical 
behavior in the fission cross section should show this spin dependence. 

oo c 

The technique of using polarized neutrons on a polarized target of U, 
as the definitive method of determining the spins of resonances in the com­
pound nucleus 236u has been discussed by Keyworth et al,[6,7], who reported 
spin assignments to 60 eV, In 1974, a second series of runs was made by 
Keyworth et al.on the Oak Ridge Electron Linear Accelerator with increased 
polarization. A preliminary report of the results obtained was given at 
the 1974 Nuclear Cross Sections and Technology Conference [8]. These data 
extend from 1 eV to 50 keV, and contain high enough statistical accuracy to 
permit a more nearly complete analysis to be carried out over the entire 
resonance region, both resolved and unresolved. It should be pointed out 
that the polarized-neutron-polarized-target technique gives definitive 
results only for s-wave neutron resonances, which Implies that the range of 
applicability roughly corresponds to the current ENDF/B definition of the 
resonance region for ^^^U: 0 - 2 5 keV, 

SUMMARY OF THE EXPERIMENTAL MEASUREMENT AND DATA REDUCTIONS 

A complete description of the polarization measurement is not necessary 
to the present discussion, but a brief summary is provided to show the 
unique properties of the results obtained. The neutron beam was polarized 
by transmission through La2 Mg3 (N03)-|̂ 2 ' 24 H2O in which the hydrogen in 
the water of hydration was polarized. The target was a polarized sample of 
235us, Xhe data consisted of time-of-flight spectra of fission events 
occurring in the sample with the neutron beam polarized parallel and anti-
parallel to the target, and of the transmitted neutron beam under the same 
conditions. 

For present purposes it is adequate to represent the spin 3~ and spin 4~ 
enhanced count rates by 

"3 " ^3^3* "*• ^'^4*''' (la) 

and N^ = B^O^<i> + B̂ â ((), (lb) 

where 03 and o^ are the spin-3 and spin-4 cross sections, (p is the flux, and 
the constants A3, A^, B3, B^ are calculated from known neutron polarizations, 
the nuclear polarization, and the target spin. Equations (la) and (lb) are 
solved for the quantities 

^4* = (^4 - B3N3)/(A3B^ - B3A^) (2a) 

and 0^<l> = (B^N3 - A^N^)/(A3B^ - B3A^) (2b) 
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These quantities are plotted for energy regions 8 - 20 eV (in the resolved 
range) and 200 - 260 eV (in the unresolved range), in Figs. 1 and 2. From 
such plots, it is easy to make spin assignments for essentially all the 
observed resonance structure and to extract average or effective J values 
for broad bins in the unresolved region. Here we define Jeffective ~ 
3 + 04/(03 + O^). It should also be noted that these data show clearly the 
existence of previously unresolved doublets of different spin — for example, 
the weak spin-3 resonance at 9 eV, 

SPIN DEPENDENCE OF STRUCTURE IN THE UNRESOLVED RESONANCE REGION 

The question to be addressed is whether the large fluctuations in the 
fission cross section are spin dependent. In the summed counts (N3 + N^), 
the fluctuations are clearly seen, as shown in Fig, 3 for the energy range 
8-20 keV, However, visual inspection of the spin-separated data, shown 
in Fig, 4 over the same energy region, shows only slight evidence that any 
of this structure is associated with one spin or the other. The statistical 
accuracy of the data is low, and we might assume that it requires quantita­
tive statistical tests on broad-bin averages to reveal any spin dependence. 
Following Migneco et al.[4], we first carried out a Wald-Wolfowitz runs-
distribution test from 0.1 to 25 keV on Jeff - ̂ ^eff^ with bins of 240 and 
400 eV, and from 0.1 to 10 keV with bins of 85 eV. Migneco et al. reported 
that this test gave highly significant results when applied to Of for ̂ -̂ Û, 
but the test applied to the polarization data gave results consistent with 
a random distribution of spin. We next calculated the serial correlation 
coefficients of Jgff with a bin size of 240 eV from 0,1 to 25 keV, followed 
by a Wald-Wolfowitz test on these coefficients; the same test was also used 
by Migneco et al [4], The results again showed no significant departure from 
a random distribution. Following James et al.[3], we tried the Levene-
Wolfowitz runs-up-and-down test on Jgff with a bin width of 240 eV from 0,1 
to 25 keV, Again, the results were completely consistent with the null 
hypothesis of a random distribution. 

The next test, however, showed a much more interesting result. We 
calculated the correlation coefficient between the spin-3 data and the 
summed counts and between the spin-4 data and the summed counts, for broad-
bin averages. The results, shown in Table I, indicate that the observed 
structure is attributable to spin 4, Apparently there is still enough 
statistical error associated with the broad-bin averages that it masked the 
effect when we used the usual tests for intermediate structure. The results 
shown in Table I, however, are definitive, showing that essentially all the 
fluctuating part of the 235u fission cross section has J = 4. 

We conclude that the polarization data give strong support to the 
hypothesis that the fluctuations in the fission cross section of 235u are 
a second-well phenomenon. We note that the general procedure used in 
previous versions of ENDF/B for the unresolved resonance region should be 
modified in order to treat this phenomenon properly. 
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AVERAGE PARAMETERS FOR THE UNRESOLVED RESONANCE REGION 

The polarization data can also be used to provide better estimates of 
the average parameters for the unresolved region. The first of these is the 
level density. Fig, 5 shows the usual stairstep distribution of spacings 
for spin-3 and spin-4 resonances below 360 eV, (Only the tips of the stairs 
are plotted,) Below 60 eV, we used the A3 test of Dyson and Mehta [9] as a 
criterion for arriving at the recommended average spacing of 1.153 eV and 
0,896 eV for spin 3 and spin 4, respectively, which would imply a total of 
119 levels of both spins between 0 and 60 eV, If the spacing distribution 
follows the prediction of the Gaussian Orthogonal Ensemble (GOE), then the 
A3 test as a missing-level indicator is a very powerful one, Jain and Blons 
[10] have questioned the applicability of the GOE for nuclides near A = 240, 
To check this for (̂ Ŝy + n), we have devised an independent missing level 
estimator, which is based on two assumptions: (1) the neutron width distri­
bution is Porter-Thomas; and (2) the larger widths are accurately known. For 
the resonance region in (235u + n), a lower limit of ( Fn") /4 seems appro­
priate. It can be easily shown that the Porter-Thomas distribution has the 
following properties: 

X f(x)dx = 0,617, (3a) 
<5 
00 

y ^ ^ f ( x ) d x = 0,704 <rn°> % (3b) 

and J j rn°f(x)dx = 0,969 <Fn") , (3c) 

where x = rnV< Tn") , and f(x) = ^ 7 : ^ exp( -x /2) . 

If one forms the r a t i o : 

TTX 

00 00 

E grn° / ( E v îiv)̂ , 
< rn°> /4 < rn°) / 4 

it has the expectation value 

0.969 , 0,617 , ,„,, 
5- = 1,206/n 

(0,704)"^ n 

where n is the number of levels having Tn" larger than <rn°>/4. To use the 

missing-level estimator, one calculates the quantity n Zgrn°/(^> gT^^^ 

™ ! f u ^ / i " ^ ' 8°ing from larger to smaller values in the ordered 
array of observed values of gPn", When this quantity equals 1.206, the total 
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number of levels in the interval is n/0.617. It should be noted that the 
estimator is independent of any assumptions of ( gFn") ; in fact, an estimate 
of this quantity is derived along with the total number of levels. We 
tested the missing-level estimator by Monte-Carlo sampling from a Porter-
Thomas distribution as shown in Fig. 6; the expected relative error varies 
as 1/v^, where N is the total number of levels in the sample, or "^ 9% for 
120 levels. 

235 To use the missing-level estimator for ( U + n), we first note that 
the s-wave neutron strength function, ( Fn°/D) , as calculated from Mughabghab's 
recommended parameters [11], is independent of spin. The spin independence 
of the s-wave strength function and the almost perfect agreement of the 
stairstep spacing distribution (Fig. 5) with the expected (2J + 1) slope 
below 60 eV suggests that we can use the quantity gFn° as a spin-independent 
variable in checking for missing levels. It may be useful to point out that 
the strength function is protected against missing levels so that the spin 
independence of the strength function is valid even if we miss more levels 
of one spin than of the other. 

We used this estimator with three recommended sets of resonance 
parameters for 235u^ those of Mughabghab [11], those of Smith and Young [12] 
for ENDF/B-III, and those of Reynolds [13] for ENDF/B-V; the estimator gives 
107 ± 10, 117 ± 10, and 110 ± 10, respectively, as the total number of levels 
of both spins between 0 and 60 eV. These results are consistent with the 119 
predicted by using the spacings obtained with the A3 test. We conclude that 
the GOE gives an accurate representation of the spacing distribution, and 
that the (2J + 1) variation of the level density seems to be confirmed for 
235u; we see no need for a spin cutoff factor, at least for spins ^ 4. The 
number of levels which are missed in the usual type of measurement (in which 
the spins are not separated) seems to be substantially lower than the statis­
tical analysis of Garrison [14] would indicate. We see no evidence for a 
large number of missing levels as suggested, for example, by Felvinci et al 
[15]. 

The average fission widths for the two spin states are different — the 
three sets of recommended parameters [11-13] suggest that ^^f^ 2- ^^ about 
twice as large as (F^)^.. The resolved resonance parameters of Smith and 
Young [12] and of Reynolds [13] are based on multilevel analysis of total 
and all measured partial cross sections, and should be a more accurate 
representation than those of Mughabghab [11], The results of the two multi­
level fits do not agree, however. Using the Smith and Young parameters, we 
get ^Tj)3_ = 0.179 eV, ̂ Ff>^- = 0.090 eV; using the Reynolds parameters we 
get <Fj)3_ = 0.220 eV, <Ff>^_ = 0.098 eV. The discrepancy can be attributed 
to the assumed value for the radiation width: Smith and Young obtain ( F.J = 
0.0355 eV; Reynolds uses 0.042 eV. The ratios <Ff>/<FJ agree; we obtain 
<Ff>3/(FY> = 5.18 and < Ff) 4/< Fy) = 2.45 for the energy range 0 - 6 0 eV, using 
the average of both multilevel analyses [12,13], We prefer the narrower set 
of widths from Smith and Young [12] for two reasons. First, we expect that 
narrower widths will give better agreement with the resonance self-shielding 
experiments of Bramblett and Czirr [16-18], and secondly, we find that an 
average capture width of 0.042 eV appears to be less consistent with nuclear 
systematics than is 0.0355 eV. We can calculate the energy dependence of the 
average radiation width [19], which can be normalized at the neutron binding 
energy (less the pairing correction) to data for non-fissile targets in the 
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lower actinides. The pairing correction we obtain from a plot of the reduced 
level spacings D(2J + 1), which also shows a systematic excitation energy 
dependence, as may be seen in Fig. 7 [20]. 

The results of this exercise are shown in Fig. 8; they suggest a value 
of (Vy) = 0.037 eV for 235u, although the scatter of data points does not 
preclude any value in the range of 0.035 to 0,040, We see little reason to 
change the value of <Fy ) = 0,035 eV recommended by Pitterle et al.[21] for 
ENDF/B-III, 

Using the Smith and Young average radiation width of 0.0355 eV gives 
< Ff> 3 = 0,184 eV and ^ Fj) ̂  = 0,087 eV for the resolved resonance region. It 
is instructive to see what the Bohr-Wheeler estimate would be. Using a 
single-humped barrier, the estimate is 

< Y ' = ^ < '̂ 

where n is the number of open fission channels. If the barrier has more than 
one hump, and if the compound nucleus assumption is valid for states in the 
second well, then the reaction rate follows the expression given by Eyring 
[22] for sequential processes: 

k'= (E k^ h'-^ (5) 
i 

where k' is the overall rate constant and k-ĵ  is the rate constant for each 
barrier. This leads to the now familiar expression 

P 
P P 

= A^B 
AB P. + P„ (̂ ) 

A B 

for a two-humped barrier, where P is the total penetrability, and P and 
Pg are the penetrabilities for each of the two barriers. 

For excitations near the top of the barrier, the configuration in the 
second well may well be represented as an independent compound nucleus with 
various decay modes, such that Eqs, 5 and 6 are valid. For fully open 
channels, we see that the Bohr-Wheeler estimate is modified to read 

/ r. \ _ nD 
^^f^ "4i (4') 
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If we calculate this quantity, using the recommended spacings for 
spin 3 and spin 4, we find <Ff)3 = 0.092 eV and <Ff>^ = 0.071 eV for each 
open channel. We can thus infer that, for spin 3, the observed fission width 
is consistent with two fully open channels, or more than two, if they are 
only partially open. The observed fission width (Ff)4 corresponds to no more 
than one fully open channel. This is reasonably consistent with the distri­
bution of widths for the resolved resonances: Keyworth et al [8] reported 
V = 2.04 ± 0.65 and 1.27 ± 0.33 for spin-3 and spin-4 fission widths, 
respectively, based on a fit to the chi-squared distribution with V degrees 
of freedom, using the method of maximum likelihood. The Bohr-Wheeler 
estimate is in surprisingly good agreement with our recommended values of 
<Ff)3 = 0.184 eV and <Ff)4 = 0.087 eV; we calculate <Ff>3 = 2.04 * 0.092 = 
0.188 eV, and <Ff>4 = 1.27 * 0.071 = 0.090 eV (with errors of 30%). 

The data of Pattenden and Postma [23] can be used to give additional 
information on the fission channel quantum numbers. Pattenden and Postma 
measured angular distributions of fission fragments with aligned target 
nuclei of 235u, reporting their results in terms of A2, the coefficient of 
the P2 term in the Legendre expansion of the angular distribution. The 
coefficient A2 is a function of both J and K, the projection of J on the 
nuclear symmetry axis. 

We find that A2 is significantly correlated with Jeff (at the signifi­
cance level of 10~° as defined in Table I.) A plot of A2 versus Jeff is 
shown in Fig. 9, We use a linear least-squares fit to these data, shown by 
the solid line in Fig. 9, to infer the average value of A2 for pure spin-3 
resonances (Jeff - 3.0) and for pure spin-4 resonances (Jeff - ^-0), 
obtaining (A2)3 = -1.22, (A2^4 = -2.01. For J = 4, we assume that the 
lowest two channels, K = 1 and K = 2, are open. Knowing the characteristic 
A2 for each J, K (shown as the bars on the right hand side of Fig. 9) 
enables us to calculate the contributions from each channel; we find 
<Ff>j,K = 4,1 = 0.071 eV, <Ff>^ 2 = 0.016 eV if the total width is 0.087 eV. 
We infer that the J.K = 4,1 channel is fully open, the J,K = 4,2 channel is 
only partially open. For J = 3, we have an apparent inconsistency. We 
expect three possible channels, for K = 0,1,2, and we expect that if the 
J,K = 4,1 channel is fully open, the J,K = 3,1 channel (which presumably lies 
at lower excitation) will also be fully open, with an average fission width 
of 0.092 eV. With these assumptions, we can solve for (Ff)j K = 3 0 ̂ ^^ 
^ V J , K = 3,2» finding < Ff) 3 Q = 0.019 eV, <Ff)3^2 = 0.073 e^ for a total 
width of 0,184 eV. Within the error on the least squares fit, we could use 
<rf>3,l = <rf>3,2 = 0.092 eV and <Ff)3^o = 0-

These results are not new; essentially they confirm those of the 
earlier polarization measurements of Keyworth et al [7], who arrived at the 
same conclusion. But they are not what had been expected. For many years, 
the assumption was made that the channels open in order of ascending K, 
following the sequence of octupole vibrational band heads observed near the 
ground state of even-even nuclides. Why the J,K = 3,0 channel seems to be 
forbidden remains an unanswered question. 
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THE VARIATION OF <a> 

The most Important result of the present study, that the structure in 
the fission cross section of 235u can be attributed to the double-humped 
barrier, and, in particular, to the J = 4~ spin state for s-wave neutron-
induced fission, leads to a new understanding of the variation of the capture-
to-fission ratio, and to the necessity of a revised treatment of the capture 
cross section and (a) , While earlier work [1-4] had strongly suggested that 
the double-humped barrier might be of importance in causing fluctuations in 
Of for 235u, there was no prescription for treating this effect in an 
evaluation. For ENDF/B, the approved procedure for treating the fluctuations 
in the unresolved resonance region and for File 3 (the "smooth" cross 
sections) is as follows: one looks at the fluctuations in the capture and 
fission cross sections and holding ( Fy) fixed one solves for a pointwise 
variable ( Ff ) and (F^j) for one or both spin states which describes the 
fluctuations, in broad-bin averages, to the desired degree of accuracy. The 
difficulty, at least with previous versions of ENDF/B, is that (a) above 3 
keV was given with too coarse a bin structure ('\' 1 keV) to describe the inter­
mediate structure; the result was that the capture and fission cross sections 
tended to show the same structure, and their ratio, (a) , was more or less 
featureless. 

The present results suggest a completely different treatment. If the 
structure in fission is due to enhancement of the 4~ resonances related to 
the double-humped barrier, the capture and fission cross section structure 
will show a strong negative correlation, and (a> will reflect this in showing 
pronounced fluctuations; it is hardly necessary to add that we should expect 
a considerable difference in the calculated self-shielding factors and 
Doppler coefficients. 

The purpose of the present section is to show that evidence exists to 
support the anticorrelation of the fission and capture cross sections of 
235u, and, in particular, to show that it is the J,K = 4,2 component which 
reflects the intermediate structure in 235u fission. We begin by showing, 
in Fig, 10, the fission and capture cross sections (multiplied by /E~foT 
greater clarity) from 0,1 to 1 keV as reported by Gwin et al.[24]. The 
correlation coefficient is strong (-0.494) but hardly conclusive, since 
there are only nine data points. We also calculated the correlation coef­
ficient between <a> from ENDF/B-IV and Jeff from 80 eV to 1 keV, finding much 
the same result: the correlation is strong (-0,511) but not conclusive, 
because there are too few data points below 1 keV, and the bin structure 
above 1 keV is too coarse to show the effect. 

Next we note, as shown in Fig, 11, the data reported by Pattenden and 
Postma on the variation of A2 below 2 keV. The data have very large 
uncertainties at the highest energies, but they seem to suggest a trend, a 
lowering of -A2 with increasing energy. If we calculate the expected vari­
ation of A2 using the double-hump barrier parameters of Back et al,[25] for 
the compound nucleus 236u, we find that there is no way we can get a 
variation much larger than 1% in 2 keV, except by assuming second-well 
enhancement, 



3 61 

If we make the assumption that any variation in A2 is due to the spin-4 
component, A2 for spin 3 remaining fixed at -1.22, then we can solve for 
(A2)4 as a function of energy. This is shown in Fig. 12 over the energy 
region 0.1 - 1.5 keV; plotted in the same figure is (a) reported by Gwin and 
(a) given in ENDF/B-IV. The positive correlation is obvious: (a) is low 
when the J,K = 4,2 channel is large (low values of -A2); again the correlation 
is not conclusive because there are too few data points. No one piece of 
evidence is conclusive, yet they all point in the same direction: the 
fluctuations in Of are due to second-well enhancement of the J,K = 4,2 
channel, which is reflected in (a). 

RECOMMENDATIONS FOR ENDF/B-V 

To use the present results in the evaluation of the unresolved resonance 
region requires a change in the approved procedure, and, unfortunately, in 
the processing codes which use ENDF/B. The problem is that width-fluctuation 
corrections are not properly made if the two spin-4 fission channels have ̂  
different widths, A change in procedure is not possible for ENDF/B-V because 
of deadlines which the evaluators must meet, but we shall outline what we 
consider to be deficiencies of the present treatment for consideration in the 
future. The present format allows a pointwise variable (in energy) average 
neutron width with one or two degrees of freedom, to account for structure 
in the total and elastic scattering cross sections, a fixed ( Fy) with an 
infinite number of degrees of freedom, and a pointwise variable average 
fission width with an integral number of degrees of freedom for each spin 
state, to account for structure in ( Of) and (a) , To generate the average 
fission, capture, and elastic scattering cross sections from relatively 
coarse binned data which reflect the structure, one uses the code UR [26], 
which performs the integrals over the appropriate chi-squared distributions 
to obtain width-fluctuation corrections, and then uses an iterative pro­
cedure to extract the appropriate average widths which fit the binned data. 
The most time-consuming part of the code is the width-fluctuation calculation. 
If one performed this calculation from first principles; it would involve a 
multiple integral over a Porter-Thomas distribution for each of the partial 
widths which may exist. The code UR contains an expression by Dresner [27], 
which uses the superposition theorem for chi-squared distributions to reduce 
the multiple integral to a single integral, with the restriction that the 
number of degrees of freedom be integral. We had hoped, by a suitable 
definition of a non-integral number of degrees of freedom to describe the 
case ( Ff) J K = 4 1 '̂  ^ ̂ f̂  J K = 4 2' that the Dresner expression could still 
be used, but unfortunately it does not give the right answer for the width 
fluctuation correction integrals unless ( Ff) 4 1 = ( Ff) 4 2 01̂  unless one of 
the two partial widths is zero. We find that the width-fluctuation integrals 
given by the Dresner expression differ from the correct integrals by as much 
as 5% for Veff non-integral. Perhaps there is a definition of Vgff which 
would allow general use of the Dresner formula, but we have not found it. 

We recommend that, after ENDF/B-V, use of the Dresner expression be 
discontinued, both in UR and in the processing codes which use ENDF/B, in 
favor of a somewhat more complicated but presumably more accurate representa­
tion by Shaker and Lukyanov [29], which treats the case that the reaction 
channels can be divided into a small number of groups with a different average 
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width for each of the groups. Alternatively, one might consider an approach 
similar to the quick and simple one we devised for testing the Dresner 
formula: we actually carried out the triple integration, replacing each 
integral by a weighted sum over 20 levels judiciously chosen from the 
appropriate chi-squared distribution. We found that we could calculate width-
fluctuation corrections in agreement with the Dresner formula (where it Is 
applicable) to less than 1% in all cases we tried, and generally the agree­
ment extended to the fourth decimal place. Furthermore, most of the computer 
time was spent in evaluating the Dresner formula. Additional time savings 
might be achieved by selecting the twenty widths from a non-integral chi-
squared function, in which case one reduces the triple sum to a double sum. 

If the problem of calculating width-fluctuation corrections for a 
non-integral number of fission channels were solved, then the s-wave 
parameterization given in Table II could be used as a starting point for 
the extraction of energy dependent widths in the unresolved region. 

Table II also contains recommended p-wave parameters. To obtain these, 
we chose p-wave strength functions consistent with an extrapolation of the 
pl/2 and p3'2 optical model parameters of Lagrange [30] to 238u, a constant 
radiation width, equal to that for s-waves, and fission widths which give a 
reasonable representation of ^a) above the unresolved resonance region. The 
results of a calculation based on this parameterization are shown in Fig. 13. 
Again, it should be pointed out that these are initial guesses only, and are 
open to modification as required by the detailed fitting of the structure. 
It is interesting to note that the recommendations made by Pitterle et al. 
[21] for ENDF/B-III are remarkably close to those shown in Table II, 
especially considering that essentially none of the data we have used were 
available to them at that time. It also might be noted that we deliberately 
refrained from studying Pitterle's report until the present study was 
completed. 

For ENDF/B-V, we are still restricted to integral values of the number 
of fission degrees of freedom because of the widespread use of the Dresner 
formula in treating width-fluctuation corrections. We recommend that both 
r̂f̂ J''f,K = 4-,l and < Ff) JTT^K = 4",2 t)e varied together, with V = 2. This 
should be a much better representation than earlier versions which varied 
(Ff> for both spins, and, while it is not strictly accurate, may be a 
reasonable compromise. 
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TABLE I 

Correlation coefficients and significance levels for the correlation 
of spin-3 and spin-4 data with structure in 235u Of, from 8 - 2 5 keV, In 
this table, the significance level is the probability that the observed 
correlation or larger would occur with a randomly selected sample. 

Energy Range 
(keV) 

8.0 - 10.4 
10.4 - 12.8 
12,8 - 15.2 
15.2 - 20.0 
20.0 - 24.8 
24.8 - 34.4 

Bin Width 
(keV) 

0.12 
0.12 
0.12 
0.24 
0.24 
0.48 

P(N3,S) 

-0.01617 
0.2148 
0.0889 
0.1996 
0.2336 
0.2864 

Significance 
of p(N3, 

'̂ '0.50 
0.18 
0.35 
0.20 
0.16 
0.11 

X) P(N^,S) 

0.7048 
0.6148 
0.3815 
0.7111 
0.7443 
0.8194 

Significance 
of p(N^,Z) 

0.0003 
0.002 
0.05 
0.0002 
0.0001 

<0.00001 
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TABLE II 

235 
Unresolved Resonance Parameters for U 

, -4 
s 
o 

^1,1/2 

^1,3/2 

r o 

^J=2 

°J=3 

°J=4 

°J=5 

= U n /D/ '^ 1.0 X lU ana va r iaoxe , a 
s t r u c t u r e in ( 0 ^ . 

= <Fn^/D>^/2 = 1-26 X lO"^ 

= <Fn^/D>3/2 = 1.76 X lO"'* 

= 9,5663 fm (unchanged from ENDF/B-IV) 

= 1.6135 eV 

= 1.1525 eV 

= 0.8958 eV 

= 0.7334 eV 

<F^>3- = 0.184 eV, V = 2 

< V J V = 4 M = 0-071^^' ^ = ^ 

(TJ .,1^ „ , - o '^ 0 .04 eV and v a r i a b l e , depend ing on s t r u c t u r e i n 
f J , K = 4 ,2 (^^> a n d < a > , v = 1 

<r > = 0.035 eV*, V = «> (unchanged from ENDF/B-IV) 

<F^>2+ = 0 .513 eV, V = 4 

<F^)3+ = 0.276 eV, V = 3 

< F ^ ^ + = 0,285 eV, V = 4 

< F ^ ^ + = 0 .173 eV, V = 3 

* C a l c u l a t i o n s shown i n F i g . 13 used <F ) = 0 .037 eV. 
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versus neutron energy in the energy range from 200 to 260 eV, 
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observed in the fission of (235u + n) versus neutron energy in 
the energy range from 8 to 20 eV. The structure corresponds to 
the well known fluctuations previously observed [1-4]. 
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Figure 4 . 
SDln-separated count rates in the fission of (235u + n) versus 
neitron energy in the energy range from 8 to 20 keV. Except 
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it is not obvious that either of these curves correlates with 
that shown in Fig, 3. 
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Observed resonance spacing distribution in (235u -t- n) below 
360 eV. Data points give the number of levels haying a 
resonance energy less than the energy shown on the abscissa, 
and correspond to the tips of the stairs in the usual stairstep 
plot. The solid lirtes represent a fit to the data points below 
60 eV, and show the expected (2J + 1) slope. 
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Figure 6. Distribution of relative error in a"random sampling of levels 
from a Porter-Thomas distribution for the missing-level estimator 
described in the text, versus the number of levels in the 
statistical sample. The solid line shows the curve AN/N » 1//N", 
where N is the number of levels in the sample. 
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Figure 7. Reduced level spacing D(2J -1- 1) for several actinide nuclides 
for which D is reasonably well determined, versus the neutron 
separation energy of the compound system. Open circles represent 
even-even, solid circles even-odd, and x's odd-odd compound 
nuclei. The deltas represent the energy shift which is necessary 
to make the points follow the same curve. 
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Figure 11. The variation of A2. from Pattenden and Postma, versus neutron 
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Figure 12. The variation of A2 from Pattenden and Postma, versus neutron 
energy below 1.5 keV, calculated under the assumption that the 
variation is entirely attributable to the spin-4 component. 
Plotted as the lower curve in this figure is (a) , the capture-
to-fission ratio. 
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Figure 13. The fission and capture cross sections of 235u below 25 keV. 
The histograms reflect the cross section structure reported 
in ENDF/B-IV; the smooth curves are calculated from parameters 
in Table II. 
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VJSCUSSJOHS 

F, Kaeppeler I would like to make a comment. We measured a in the keV 

range and find large fluctuations between 20 and 30 keV, much larger than 

in the fission cross section. The peak-to-valley ratios are 20 to 30%. 

M. Moore Where do I get the data? 

F. Kaeppeler I will present these data at the Lowell Conference, 

M, Moore That is just what we need, 

C. Bowman The fission cross section fluctuates already by 20 to 30%. 

F. Kaeppeler Maybe I remember the wrong number. It is definitely more 

than the fluctuation in the fission cross section. 

0. Wasson What is the uncertainty in those y-values,—2.04± ? 

M. Moore 0,5, that is why I said it is much better than we have any right 

to expect. 

C. Bowman Could you show again the slide with the J=4 cross section in the 

8-20 keV range? (Fig. 4) 

M. Moore I know the effect you want to point out. If you get a high point 

in J=3 you expect to get a corresponding low point in J=4, and you do. 

These are only the statistical fluctuations and you expect that sort of 

thing. The statistics are very poor and that is why our Wolfowitz runs-

distribution and Levene-Wolfowitz runs-up-and-down tests and serial corre­

lation coefficients followed by a runs-test did not show anything. These 

things are really fluctuating very wildly. 

C. Bowman If you add these two curves together 

M. Moore You don't get unity. 

C. Bowman What do you get? What you are supposed to get for the fission 

cross section? One that shows a lot less structure? 

M, Moore That's right. 
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C. Bowman You said that if the fission cross section is up, the capture is 

down. Isn't that obvious from compound nucleus decay, because there is the 

formation cross section and then there is a total width and 

M. Moore Yes, but what we are saying is that this is occurring in a 

definite channel, namely where the fission width is already very small so 

that the variations which are quite large for the fission width in that 

channel introduce wild fluctuations. 
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SIMULATION OF THE STRUCTURE IN ^^^U CROSS SECTIONS 

G.D. James 

UKAEA, Atomic Energy Research Establishment, Harwell, England 

ABSTRACT 

The significant structure which has been shown to exist in the 
neutron induced fission and capture cross sections of ^JSu over the 
energy range 10 keV to 40 keV has been accurately reproduced by a 
simulation process which enables the energy dependence of the average 
fission width to be deduced. 

INTRODUCTION 

It has been established by several experimenters ^1-4^ that the fission 
cross section of 255u exhibits large fluctuations in the unresolved resonance 
region. It has also been shown C5J by statistical analyses of simulated 
'̂'-'U fission and capture cross sections that the observed fluctuations cannot 
arise from statistical fluctuation of the resonance parameters about energy 
independent mean values. Furthermore, it was shown [5^ that the observed 
flji^^uations could be explained by assuming that the average fission width , 
'Af, is modulated by the presence of levels in the second fission potential 

barrier minimum according to the equation 

r^ = Pxf + y '̂̂ ^̂  ^^,, , (1) 
(E-Etx)2 + r2/4 

Here "Xfjs an energy independent component which belongs to the Class I 
levels, l|j, and E^ are the fission widths and level energies for the 
class II levels and AKix is the coupling between the two potential wells. 
The work described in reference [5^ has been extended by the use of a powerful 
correlation test due to ¥ald and~Wolfowitz [6^ and also by f\u:ther simulation 
work to establish values for the four free parameters, in eq(l), which 
reproduce accurately four statistical quantities derived by applying the 
Wald and Wolfowitz correlation test and runs test to both the 235u fission 
cross section and capture cross section over the energy range 10 keV to 
40 keV. This brief report gives a preview of the work which will be 
published, jointly with G. de Saussure and R. Perez, in a forthcoming paper. 
A description of the statistical tests applied, the simulation performed and 
the results obtained in extending the work of reference [5] is given in the 
next section. In section 3 the resiilts are discussed and summarised and two 
further investigations which remain to be done are noted. 
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STRUCTURE TESTS AND SIMULATION 

The quantities simulated and tested for energy dependent structure are 
average values of the fission and capture cross section of 235u over 100 eV 
intervals from 10 keV to 40 keV. In the more recent simulation, quantities 
PW and GM are generated which, except for an E"^ term, are proportional to 
100 eV average values of the fission and capture cross section respectively. 
They are functions of the spin weighting factors g3 and g4, the neutron 
widths in3 and 1114, the fission widths PfJ and rf4, the capture widths 

\y3 and rY4 and the level spacings D3 and D4 for the spin J=3 and J=4 
sequences of resonances and are given by the equations 

g3 PnJ TfJ Y ' g rn4 rY4 z 
n3 + ^f3 + ^y3 h^ ?M + rf4 + rY4 

rn3 rY3 y SA ^ 
GM 

n4 I Y4 

rf3 + rY3 ^ (n4 n3 + Vf3 + IY3 ^̂4 \n4 + »f4 + 'Y4 

Here, ^3 and A4 are respectively the number of J=3 and J=4 levels within 
a 100 eV interval as determined by selecting levels from a Wigner distribution 
with level spacing D3 and D4. The following average parameters, taken from 
Table VI of Milton and Fraaer's review paper Q?] have been -used in the 
analysis: D3 = 1.26 eV, "f3 = O.O6I eV, rY3 = O.O46 eV, D4 = 0.98 eV, 
If4 = 0.030 eV and rY4 = O.O46 eV. A spin independent_strength function of 
10-4 is assumed, to give fn^ = 10"+D3 and PM = 10-4 D4 at 1 eV. In the 
analysis carried out so far it is assumed that t̂ ie average value of i f4 is 
energy independent but that If3 is given by Vk£ of eq.(l) in such a way that 
If5 = 0.061 eV on average over the 30 keV energy range used in the simulation. 
Individual values of neutron and fission widths are obtained by selecting 
random values from a Porter-Thomas distribution with the average values 
given above. 

The effectiveness of three statistical tests in detecting the kind of 
^structure likely to be present in the235 U fission and capture cross sections 
has been investigated. The tests are the correlation test R of Wald and 
Wolfowitz p~), the runs test U of Wald and Wolfowitz Ŝ"] and the runs up-and-
down test of R(n) for runs of length n of Levene and Wolfowitz ^S"}- I't has 
been suggested £l0~| that the use of this last test can be useful when the 
mimber of events in the sample is low. It is beyond the scope of this paper 
to describe these tests and the determination of their significance levels 
in detail. Comparisons between simulated and actual data are made by 
means of a factor F which represents the difference between the observed and 
expectation values of e.o. R or U in units of the standard deviations O(R) 
and o(u). Thus for the correlation test F = (R - E(R))'/O(R) whereas for the 
runs test, because of its discrete nature, F - ((u - E(U)[^-4-)/O(U). Values 
of F for the Levene and Wolfowitz test are derived from tabulations. 
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In order to examine these tests, two mock "̂  U fission cross section 
data were obtained, one with intense fission width modulation and one without 
modulation. These were mixed in ten varying proportions and tested for 
structure using the three tests listed above. The results obtained, together 
with the results obtained from 235u fission cross section U J , are shown in 
fig. 1. Values of P for R and U increase monotonically with increasing 
fraction of modulated data finally reaching deviations of about 14 and 11 
standard deviations respectively for the maximum modulation. The correspond­
ing values for the 235u fission cross section are F(R) = 8.94 and F(U; = 6.48. 
The lower curves in fig. 1 refer to the runs up-and-down test of run length 
one, R ( I ) , and of run length of maximum significance, Rmax(n). Neither of 
these statistics proves useful in detecting the structure under investigation. 
The F value for R(I) remains almost constant at 1.7 SD and is almost indepen­
dent of the fraction of modulated data. As a function of the fraction of 
modulated data the F value for Rmax(n) starts at 1.6 SD and increases to 
3.2 SD only to decrease again as the fraction of modulated data increases to 
lOC^. Furthermore, simulated values of R ( I ) do not reach the value 3.38 
obseiTred for 235u fission cross section data. 

Thus the Levene and Wolfowitz test was abandoned and we restrict our 
attention to the two Wald and Wolfowitz tests. From fig. 1 it will be seen 
that the correlation test indicates that the 235u fission cross section data 
correspond to a fraction of modulated data of 0.48 whereas the runs test 
indicates a fraction of 0.61. It is interesting to discover whether these 
two fractions differ significantlv from one another and whether, by changing 
the fo\ir free parameters in eq.(l), mock fission and capture cross sections 
can be generated for which the four ̂  values obtained by applying the R and 
U tests to each of these cross sections correspond within statistical 
accuracy with the values obtained for 235u viz: F(R) = 8.94 and P(u) = 6.48 
for fission and F(R) = 3.75 and F(U) = 3.95 for capture. This analysis has 
been carried out using the simulated quantities PM and GM given in eq.(2). 
To date, the average fission width modulation given by eq.(l) has been 
applied only to the J=3 levels and the B2" energy dependence of in^ and 'n4 
has been omitted. The results obtained over a limited range of unmodulated 
component of 3~ fission width (the lAf of eq.(l)) are shown in fig. 2. The 
simulated data are illustrated by vertical bars which extend over 2SD in the 
mean of 10 results and represent the errors which correspond to changing the 
set of random numbers used in the simulation. These errors were estimated 
by carrying out each simulation for ten different sets of random numbers. 
However, not all the vertical bars in fig. (2) were obtained from an actual 
simulation; in fact, ten simulations were carried out only at 'KC = 0.0 eV, 
0.005 eV and 0.01 eV. The circles in fig. 2 represent P values for 235u 
data. They have been plotted at a value of Uf = 0.009 eV to minimize the 
discrepancy between the circles and the simulated data. It is foimd that 
IA^ and A X[j, in eq.(l) are linearly related in the process of making 
TM" = 0.060 and the positioning of the 235u data at Ixf = 0.009 corresponds 
to the following average modulation parameters: 

(A^AIJ.) = 18.7 + 7.1 eV, \?v) = 1000 + 380aV^{Dp) = 2000 + 800 <.V. 

The errors quoted here are derived from the Porter-Thomas and Wigner 
diatribution.'s of these parameters for the 14 levels used, on average, in the 
-•inalysis. Table I lists the nimulated and experimental values of F obtained 
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at IXf = 0.009 eV and their difference in units of SD in an individual 
reading. Fig. 3 shows an e^^ple of GM and PM and the 100 eV average 
modulated fission width ( IXf of eq.(l)) obtained in one of the simulations. 

CONCLUSION 

The results presented in this paper show that of the three distribution 
free statistical tests examined, only the two due to ¥<xLd and Wolfowitz are 
suitable for detecting the kind of structure encountered in the 235u fission 
cross section. These two tests show conclusively at a high significance level 
the presence of structure in the fission and captoire cross sections of 235u 
averaged over 100 eV intervals in the energy range 10 keV to 40 keV. The 
correlation test is more powerful than the runs test and gives a 
significance level for the structure in the 235u fission cross section equal 
to that corresponding to 8.94 SD for a normal distribution. It has been 
possible to simulate the statistical results derived from the fission and 
captiire cross sections of 235u by modulating the 3~ average fission width 
according to eq.(l) with modulation parameters which are given in the text. 
These results would enable the 235u cross sections to be simulated more 
accurately in reactor calculations, for instance. However, the derived 
class II level spacing of 2000 eV can be translated, using a level density 
formula ^11J » into a difference in height between the first and second 
fission potential barrier minimum of 4.12 MeV. This is not in agreement with 
the currently accepted difference of about 3 MeV (see reference L''''3 ^^^' ^4). 
which corresponds to a class II level spacing of about 200 eV. An investi­
gation will be carried out to see if a solution as acceptable as the present 
one is possible with a much reduced class II level spacing. The effect of 
modulating the J=4 resonances rather than the J=3 resonances will also be 
examined. 
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TABLE I 

Simulated and experimental P values for ^^^U 235, 

0T, Corre la t ion F 

a„ Runs 

a Corre la t ion c 

a Runs c 

Average ' f3 

Simulated P 

9.35+1.54 

5.95+1.67 

4.85+2.01 

3.45+2.06 

0.060+0.021 eV 

Deperlmenfcal F 

8.94 

6 .48 

3.75 

3.27 

0.060 eV 

Difference, 

0.27 

0.32 

0.55 

0 .09 

0 .0 
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Figure 1. Results of three statistical tests on simulated fission cross 
section data obtained by mixing a data set with a constant 
average fission width with a data set in which the fission 
widths are strongly modulated by class II levels. Both tests 
due to Wald and Wolfowitz show a monotonic increase with in­
creasing modulation of Tf up to 14.2 SD and 10.2 SD respec­
tively. Both these tests indicate that the measured ^^ U 
fission cross section is similar to the simulated data at 50% 
of the maximum fission width modulation. The runs up-and-down 
test of Levene and Wolfowitz gives an unreliable indication 
of the degree of modulation in this instance, R(l) is com­
pletely independent of the fraction of modulated data. 
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Figure 2. Structure statistics for U-235 compared with simulated data. 
Results obtained by applying the correlation test and the 
runs test to 100 eV average values of the ^^^U fission and 
capture cross are shown by the open circles and compared 
with simulated results, derived from the functions FM and GM, 
which are shown by vertical bars representing a range of 2SD. 
The abscissa shows the FXf of eq.(l). 
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Figure 3. A particular example of the simulated functions FM and GM 
which, ignoring an E -1/2 energy dependence, are propor­
tional to the U fission and capture cross section when 
averaged over 100 eV intervals. The average modulated 
fission width defined by eq.(l) is also shown. 
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VJSCUSSJOHS 

C, Bowman How high in energy did you feel you would be able to predict 

structure in U-235? 

G. James Once you know what the crude cause is, I do not see why you should 

not do it up to any energy you like. Whether you still can see anything is 

another question. 
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THE ENERGY GAP AT THE SADDLE POINT DEFORMATION OF ̂ ^^U 

F, Kappeler and F. Dickmann 

Kernforschungszentrum Karlsruhe, 
75 Karlsruhe, Postfach 3640, 

West Germany 

ABSTRACT 

A steep increase in the fission cross section of ^^^U at ,95 
MeV neutron energy was interpreted as due to the onset of quasi 
particle excitations in ^^^U, Together with the result of a recent 
evaluation of the ^^^U fission barrier an improved value of the 
energy gap at the saddle point deformation 2Ag = 1,79 ± 0.2 MeV 
was determined. This value is discussed with respect to current 
assumptions on the deformation dependence of the pairing force para­
meter G, 

INTRODUCTION 

Experimental information on the deformation dependence of single particle 
parameters or the pairing force matrix element G is of particular interest 
for the description of nuclear fission because quantitative calculations still 
suffer from systematic uncertainties due to assumptions or extrapolations of 
these quantities. 

DETERMINATION OF THE PAIRING GAP 

As the energy gap 2A is closely related to the pairing force parameter G 
I Ref, l| a comparison of the energy gap in the ground state and the saddle 
point yields information about the variation of G with increasing nuclear de­
formation. Fig. 1 shows a typical fission barrier with the respective energy 
gap for the ground state and saddle point deformations. For the ground state 
deformation the magnitude of the energy gap is equal to the energy of the 
first two quasi particle excitations as is indicated in Fig. 1, In ^^^U these 
states have been observed by Katori et al. |2| in a recent (d,p)-measurement 
with excellent energy resolution. From their result the experimental value for 
the energy gap is 

2 A = 0,970 ± 0.002 MeV, 

This value is in good agreement with the energy gap given by Gilbert and 
Cameron |3| , which however has an uncertainty of about 200 keV, Compared to 
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this experimental result the energy gap calculated from mass differences of 
adjacent nuclei is found to be 0,3 MeV larger when corrections for differen­
ces in the surface, coulomb and symmetry energies are applied |^.5|, Further-
on we shall refer to the value of Katori et al, because the pairing gap at 
the saddle point will also be determined from the energy of the first two 
quasi particle excitations. 

As is obvious from Fig, 1 the pairingj^gap at the saddle point is the dif­
ference of the two quasi particle energy E relative to the ground state and 
the energy of the fission barrier EB, ZAg = E - Eg, Experimental values for 
the fission barrier of the even compound nuclei were derived by Back et al, 
|6| from the fission probability in charged particle induced fission. These 
authors report an inner barrier E^ = 5,70 ± 0,2 MeV and an outer barrier 
E = 5,68 ± 0,2 MeV, 

An experimental determination of E can be expected from the observation 
of those quantities which are affected by the increase of intrinsic excita­
tions caused by the population of two quasi particle states. This concerns 
mainly the fission cross sections and the fragment angular distributions. 

A value of E = 7.4 ± 0,2 MeV was found by Britt et al. |7| from the 
analysis of the fragment angular anisotropy in the U (d,pf) reaction. From 
this value together with the new barrier parameters Britt and Huizenga |8| 
estimated the energy gap at the saddle of ^^^U to be 2Ag = 1,70 ± 0,4 MeV. 
This value is much smaller than the older result in Ref, l7| which was 2A 
= 2,10 MeV, It should be noted that according to Ref, |2| two quasi particle 
excitations with appreciable spin (K = 4 ) show up only 80 keV above the 
lowest two quasi particle excitations with K = !~, The small K-value of the 
lowest two quasi particle excitations make it difficult to observe their 
appearance via the angular anisotropy. 

It was pointed out earlier by Britt et al. |9| that the onset of quasi-
particle states should also be observed in neutron fission cross sections. An 
increase in Of due to these new fission channels is expected at a neutron en­
ergy Ejj = E - B^, where B^ denotes the neutron binding energy. Up to 1972 
the fission cross section data for U around 1 MeV have hot been sufficient 
in resolution to allow an evaluation of E . Recently, three new measurements 
were reported |lO,ll,12| which all show a distinct increase of O^ at 1 MeV, 
Fig, 2 shows the results of Ref. |ll|. In neutron energy the resolution is 
about 23 keV. The error bars of Fig. 2 include only uncertainties due to 
counting statistics and energy dependent corrections since here our main 
interest is the shape of the cross section curve and not its absolute value. 
The step-like increase of about 15 % at a neutron energy of En = 945 ± 25 keV 
can be interpreted as the onset of quasiparticle states for two reasons. 
First, the width of the increase is much smaller than can be expected for 
a collective fission channel. From the fission barrier parameters the 
width of the increase in Of due to the opening of collective channels is 
expected to be several hundred keV while the structure of Fig. 2 is only 
50 to 100 keV broad. The second argument for the above interpretation is the 
behaviour of the fragment angular anisotropy A, as a function of neutron en­
ergy. Values of A from Ref, f13,14,151 are also shown in Fig, 2. Although the 
experimental uncertainties of these data are considerably larger than for the 
cross section values, the correlation between both quantities is obvious. 
For small values of the quantum number K (due to collective states) the anis-
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otropy rises with, jxeutron energy because of the increasing angular momentum-
transfer. "Rie decrease beyond 945 keV is caused by the larger K values of the 
quasi particle states which are then available. 

The neutron binding energy B is tkken from Matussek et al. |16| who 
found Bn = 6545 keV ± 1 keV, Thus the onset of two quasiparticle states in 
^^^U due to the break-up of a neutron pair can be calculated. One finds 
E = Ejj + Bn = 7.490 ± 0.025 MeV. Together with the fission barrier value of 
Ref. |6| the energy gap in ^^^U results, 

2A = 1.79 ± 0.2 MeV, 
s 

in good agreement with Ref. |8|. It should be mentioned that Poenitz |l2| 
measured the fission cross section to higher energies and found a less pro­
nounced structure in the range of excitation energies from 8,0 - 8,5 MeV. 
A corresponding decrease in the angular anisotropy A was reported in Ref. |7| 
and tentatively interpreted as the break-up of a proton pair. 

DISCUSSION 

As the present value for the neutron gap 2Ag is less uncertain than pre­
vious results, it might be of interest to compare it to theoretical values 
for different assumptions about the deformation dependence of the pairing 
force parameter G. This comparison is based on the work of Pauli and Leder-
gerber |l7| and of Brack et al. |l8|. Starting from the ground state values 
Ags and Ggs the respective quantities at the saddle point configuration 
were determined assuming G = const as well as G proportional to the surface 
S of the nucleus. In order to avoid systematic uncertainties the ratios Ag/Agg 
are used for the comparison. Both, theoretical and experimental values are 
listed in Table I. The increase of A for G = const, is caused by the higher 
level density near the fenni surface at the saddle point deformation. The com­
parison with the experimental ratio shows immediately that the calculated re­
sult for G = const, lies outside the error limits of the experimental values. 
On the other hand G 'V' S leads to a theoretical value of Ag which is smaller 
than the experimental one, A similar behaviour - but not as well established -
shows up for the above mentioned proton gap. For this case the calculation 
yields Ag/Agg = 1,37 while the experimental estimate is 1,87 ± 0,6, 

The strength of the residual interaction also influences the collective 
inertia and thus the dynamics of the fission process. Theoretical calculations 
I 191 using the cranking model for the mass-tensor can reproduce spontaneous 
fission half lives only if the pairing force is assumed to increase with 
deformation. 

In summary, it seems well established that the energy gap A shows a pro­
nounced increase with deformation. For a consistent theoretical explanation 
one therefore has to assume that the pairing force parameter G is also defor­
mation dependent. However, the experimental value for Ag is not accurate enough 
to allow a conclusion as to whether the surface pairing hypothesis G '̂  S holds. 
It might be that G depends even stronger on the nuclear deformation. An alter­
native possibility to obtain a larger pairing gap A with increasing deforma­
tion is offered by the quadrupole pairing model ]20|, 
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TABLE I 

Ground state and saddle point values of the pairing 
force parameter G and the gap parameter A for 236 U 

! B 
Calculated Values 

G=const. C^S 
G(MeV) A(MeV) j G(MeV); A(MeV) 

Experimental Values 

A(MeV) 

Ground State 

Saddle Point 

Ratios 

1.013 .122 .52 

1.105 |,122 .64 
i I 
11,095 n.OO 1,23 

,124 

,136 

1,095 

,55 

,913 

1,66 

,485 ± ,001 

,895 ± ,1 

1,84 ± ,2 

a _ surface S 
s spherical surface S 
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Fig, 1 Schematic view of the two-humped fission 
barrier indicating the energy gaps for 
the ground state and saddle point de­
formation. 
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Pig. 2 Correlation between the fission cross sec­
tion and the fragment angular anisotropy 
A = da^(0O)/do^(90°) for ̂ '^U, 
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VJSCUSSJOHS 

A. Smith It looks to me that the anisotropic you showed is smaller than 

G. Knoll reported. 

G. Knoll I did not catch the numbers. 

A. Smith You are running something like 1.2. 

F. Kaeppeler The anisotropic had the scale on the right side—you may have 

picked the values from the fission cross section. 

W. Poenitz How about other nuclei like U-233 or Pu-239? 

F. Kaeppeler We looked only at U-235. It appears at least in Pu-239 that 

there is no structure at these energies. 
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ABSTRACT 

Although the multiple fission process is important 
at high neutron energies, most of the evaluations avail­
able today do not include these individual fission cross 
sections or their associated fission spectra. The rep­
resentations used in the Los Alamos and Livermore librar­
ies are described and calculations compared with l4-MeV 
Integral experiments available on 235u, 238u, and 239Pu, 
Further work is needed to clearly delineate the specific 
problems In order to propose unique solutions, 

INTRODUCTION 

For several decades, experimentalists have reported a sig­
nificant Increase in the total fission cross section for all fis­
sionable nuclides above the 2nd- and 3r'd-chance fission thresh­
olds. As late as the 1970's, however, most evaluators have con­
sistently ignored the individual fission channels (n,n'f and 
n,2nf) In their analyses of the energy-dependent cross sections 
and the spectra of the neutrons associated with the fission pro­
cess. For example, explicit representations of the n,n'f and 
n,2nf cross sections are omitted in all of the ENDF/B-IV evalua­
tions except for 235u, 238u, 239pu, and 2il0pu,t The evaluations 
of Howerton included In the LLL-ENDL files [1] represent these 
processes implicitly by presenting a total fission cross section 
with pre-processed tabular energy distributions derived from con­
sideration of the individual fission channels. While the LASL 
and LLL evaluations differ In form of presentation, both labora­
tories take into account the 2nd-, 3rd-, and 4th-chance fission 
processes. On the other hand, the evaluations of Konshln [2] and 
Sowerby et al. [3] deal only with the total fission cross sections 
and thereby Ignore the multiple-chance fission processes. 
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It is thus appropriate at this time to bring the needs of 
the evaluators and users to the attention of the experimentalists 
and theorists involved in the study of the fission process. Be­
cause little is known about 2nd- and 3rd-chance fission, except 
that the competing channels exist, the evaluator must make esti­
mates in order to present hopefully reasonable spectral informa­
tion of the fission neutrons. The first known attempts to repre­
sent these processes were made and published by Howerton [4] and, 
in fact, the representations used today are not changed very much 
from this original attempt. 

THE MULTIPLE FISSION PROCESS 

238 
In much of the discussion which follows, U has been 

chosen as an example. Our conclusions, however, apply to all of 
the fissionable nuclides. 

Figure 1 is a schematic showing the reaction channels avail­
able when neutrons are incident on •238u. Although the diagram is 
simplistic, it is not intended to limit the interactions to com­
pound nuclear processes. For exam.ple, the (n.n'y) channel in­
cludes both pre-equilibrium and compound nuclear reactions. Note 
that first-chance fission defines the fissioning of the aggregate 
nucleus 239U; second-chance, 238u; third-chance, 237u, etc. 

238 
Figure 2 shows the fission cross sections for U for each 

individual fission channel. While this representation is taken 
from ENDF/B-IV, the ENDL library is quite similar in all of the 
aspects discussed here. Note that first-chance fission is assum­
ed to be constant upon the onset of second-chance fission. This 
is in contradiction to the evaluation of Tuttle [5] who reduced 
the first-chance fission cross section to approximately zero im­
mediately upon the onset of second-chance fission. 

In most of the evaluations used today, the emission of 
charged-partides is assumed to be zero due to the high Coulomb 
barrier and the reportedly low charged-particle yields for the 
few experiments available. With this assumption, the only chan­
nels available to the system below the (n,2n) and (n,n'f) thresh­
old (6.07 MeV for ^^°'U) , are the elastic, (n.y), (n.n'y) and 
(n,f). At 11.51 MeV, the (n,3n) and (n,2nf) channels open and 
lend to the confusion of separating the competition into individ­
ual channels. 

J. J. 

Although the total fission cross section (a^ p) may be 
well determined, the spectra of the neutrons associated with the 
fission process are not, especially in the MeV range. The prob­
lem is often related to the method used in the determination of 
the spectra; for example, most measurements are made of the total 
neutron emission cross s-ection, that is 
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^emis = ^n,n + % , n ' "̂  2o^,2n + 3o^.3n + vo^ + , . , . (1) 

and usually restricted to data taking at one angle, only. Un­
folding the measurements in order to obtain the fission spectra 
is subject to large errors due to the many assumptions which must 
be introduced. Following a suggestion of Batchelor et al. [6], 
Howerton and Doyas [7,8] investigated fission temperatures in 
1969 and 1971. The main thrust of the Batchelor et al. sugges­
tion was that the value of v used in the well-known Terrell rela­
tionship [9] should be appropriate only to that fraction of the 
neutrons which comes from the direct fission process. The prac­
tical consequence of this suggestion is that assumptions must be 
made in the separation of the direct, 2nd-, and 3rd-chance fis­
sion processes above the n.n'f; n,2nf; and n,3nf thresholds. Af­
ter attributing these fractions, a quantity Vf (E) can be deduced 
that is more appropriate for application in the Terrell relation­
ship. 

It is readily apparent from Eq. (1) that few of the cross 
sections are well known at energies near 14 MeV. Almost nothing 
is known about the angular or energy distributions of the emitted 
neutrons, with the possible exception of the elastic (plus scire 
inelastic) cross section. Even though we know that the angular 
distributions of the fission fragments are often very anisotropic 
and we include the fact that the neutrons emitted at the scission 
point are emitted from the moving fragments, all of the evalua­
tions in use today contain the assumption that the fission neu­
trons are emitted isotropically in the laboratory reference frame. 
Therefore, both the evaluated spectrum and angle of emission of 
the fission neutrons are often incorrect. 

The final sine qua non of the fission process that must be 
supplied by the evaluator is v(E). For several of the most im­
portant fissionable isotopes, this quantity has been determined 
by experiment [10]. In 1964 Schuster and Howerton [11] addressed 
the problem for uranium with a plausibility argument for the der­
ivation of an empirical relationship between v and E^. In 1971, 
Howerton [12̂ ] extended the previous work to provide a method for 
predicting v(E) for thorium, uranium, and plutoniiom isotopes in 
cases where this quantity has not been determined by measurement. 
Essentially the same assumptions about the energy dependence of 
the multiple-chance fission processes were made by Vasil'ev et 
al. [13]_who also introduced the plausibility of nonlinear varia­
tion of v(E) above the 2nd-chance fission threshold. These au­
thors, however, provided no quantitative estimates of v (E) . 

Although^not the subject of this paper, it should be noted 
^ 11̂  J ^' ^'^'^n), and (n,3n) cross sections are rarely 
well determined experimentally at high neutron energies and the 
spectra have not been measured at all. Minimal information can 
be obtained from the observation of the total emission spectra 
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at least for the contribution of the pre-equilibritim processes 
since these stand out above the various fission channels at the 
high-energy end. The only recent detailed experiments are those 
of Kammerdeiner [14], who measured the spectra at several angles 
for 14-MeV neutrons incident on 235u, 238u, and 239Pu. 

The main purpose of this paper is to call attention to the 
fact that the evaluator must supply much more information on fis­
sion than a measure of the total fission cross section. For the 
fissile and fertile materials, measurements of the other cross 
sections are also very important, especially at the higher ener­
gies. 

In most of the evaluations in use today, the fission pro­
cess is treated in one of the following ways: 

1. Only the total fission cross section is represented; the 
fission neutron energy distribution is assumed to be Max­
wellian in shape with the average energy increasing with 
incident neutron energy. 

2. The total fission cross section is separated into its vari­
ous parts; the choice made in ENDF/B-IV is shown in Fig. 2, 
Then, the neutron (or neutrons) which precedes scission is 
assijmed to be emitted with a spectrum far softer than allow­
ed for the scission neutrons. For example, at 14 MeV for 
238u, the two neutrons which come off before scission would 
have energies between zero and 2.49 MeV (the total energy 
available to the pre-scission neutrons). Therefore, it is 
apparent that the treatment of the competition of the first-
and second-chance fission process should be an important 
part of each evaluation. 

COMPARISON WITH SOME 14-MeV INTEGRAL EXPERIMENTS 

Two different types of integral experiments have been car­
ried out, one at LASL by Ragan et al. [15] which was made on 235u 
with a multiplication of approximately 10-11, and one at LLL by 
Wong et al, [16] on 235u, 238u, and 239pu which are more differ­
ential in nature with a multiplication of approximately 0,9 for 
238u and 1.4 for 235u and 239pu. In both experiments, spherical 
shells of the target surround a 14-MeV neutron source and the 
neutron spectra emerging from the sphere are recorded at one or 
more angles with respect to the incident neutron direction. 

Figures 3a and 3b compare the spectrvmi of the neutrons as 
measured by Ragan et al. [15] and with the calculation using the 
ENDF/B-IV data file (MAT-1262) and the ENDL evaluation by Hower­
ton [1]. Note that the energy scale in Figs. 3a and 3b is changed 
near 4 MeV in order to show all of the data on the same graph. 



4 02 

While ENDF/B-IV shows fairly good agreement with experiment ex­
cept for the energy bins between 6 and 10 MeV, the differences 
between the ENDF and ENDL evaluations are much larger than one 
would expect from a perusal of the data in the files, themselves. 
These differences are better illustrated in Fig. 4, which shows 
the ratio of the calculated to experimental measurements (C/E) 
for both the ENDF and ENDL evaluations. 

235 
Figure 5 shows the comparable experiment performed on U 

at LLL. To complete the analysis on the available data, the LLL 
experiments on 238u and 239pu have been compared with calculations 
in Figs. 6 and 7. Table I gives tabular values of the integrals 
of the calculated and experimental spectra in three energy do­
mains of the emitted neutrons. 

SUMMARY AND CONCLUSIONS 

In summary, this paper points out various problem areas in 
the evaluation of the cross sections and parameters associated 
with the fissionable nuclides. In addition, the comparison of 
the ENDF and ENDL libraries with experiment may even suggest er­
rors in the files or in the calculatlonal procedures presently 
employed. While all of the calculations shown were made using 
Monte Carlo techniques and thereby suffer somewhat from statis­
tical accuracy, they did include all of the geometrical factors 
of the experiments. Further'work will be undertaken to elucidate 
these problem areas. 

At the same time, however, experimental information above 
8-10 MeV is urgently required. For example, a measurement of the 
fission spectrum at several angles using fragment coincidence 
techniques would be very useful, especially if carried out at 
several incident neutron energies. (A need for (n,2n) and (n,3n) 
experiments using coincidence and anti-coincidence techniques is 
also apparent as are determinations of the direct and/or pre-equi­
librium components of the (n.n'y) reaction.) At several energies 
below 9 MeV, the shape of the fission spectrum should be measured 
at several angles; again a fragment coincidence experiment is re­
quired. Similar experiments should be repeated in the 14-Mev 
range. 

Finally, theorists could lend great insight into determining 
how to treat the fission process, especially in the region above 
the second- and third-chance fission thresholds. Most of the 
calculations available today are limited to the study of only a 
few of the many available channels, while others which are more 
complete studies of the cross sections do not treat the spectral 
distributions of any of the emitted neutrons. In addition to the 
fission cross sections for the individual channels, v (E), and 
the energy and angular distributions of the neutrons are impor-
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tant input for the evaluator who must provide these data for neu­
tronics calculations, 
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TABLE I 

Comparison of Total Integrals, the Integrals Under the Elastic 
Peak, and Integrals Between the Elastic Peak and ~2,0 MeV^ 

— 

Nuclide 

235^ 

238^ 

239p, 

Evaluated 
Library 

ENDF/B-IV 

ENDL 

ENDF/B-IV 

ENDL 

ENDF/B-IV 

ENDL 

Exp. 

1.436 

1.436 

.907 

.907 

1.421 

1,421 

/.401 

/ . 

Calc, 

1.345 

1.330 

.869 

.892 

1,381 

1.372 

N(t)dt 

Calc-Exp 
Exp 

- 67o 

- 77c 

- 47o 

- 27o 

- 37c 

- 37c 

Exp. 

,644 

,644 

,643 

,643 

,648 

.648 

.161 

/ N(t)dt 

•̂ 0 

Calc. 

,697 

,672 

,655 

,642 

.704 

.736 

Calc-Exp 
Exp 

+ 87c 

+ 47c 

+ 27c 

-0.27o 

+ 97c 

+147o 

Exp. 

.792 

.792 

.264 

,264 

.773 

,773 

.401 

/ N(t 

^161 

Calc. 

.648 

.658 

,214 

.250 

.677 

.636 

:)dt 

Calc-Exp 
Exp 

-187c 

-177c 

-197c 

- 57c 

-127c 

-187c 

o 
Ul 

^The limits on the integrals represent the time bins of the experiment, 
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408 

100 

UJ s 
-7, 10 
UJ 

1.0 

\ 

O LASL EXR 
• LLL (ENDL) 
• LASL ( E N D F / B - r Z ) 

\ 

o 
Ao 

• 

£ 

a 

I 2 3 
NEUTRON ENERGY (MeV) 

Figure 3a. Spectrum of the neutrons from 14-MeV neutrons incident on an 
oralloy sphere. The experimental points, taken from the experi­
ment of Ragan et al. [15], are compared with calculations using 
the ENDF/B-IV evaluated library and using the ENDL library. 
Note that the largest discrepancies between calculation and ex­
periment occur in the energy bins where the flux is down by two 
to three orders of magnitude. 
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Figure 3b, Spectrum of the neutrons from 14MeV neutrons incident on an 
oralloy sphere. The experimental points, taken from the experi­
ment of Ragan et al. [15], are compared with calculations using 
the ENDF/B-IV evaluated library and using the ENDL library. 
Note that the largest discrepancies between calculation and ex­
periment occur in the energy bins where the flux is down by two 
to three orders of magnitude. 
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Fig. 5. Comparison of calculated and experimental neutron spectra 
from a 0.8 mean-free-path hollow sphere of 235U with a 
nominal 14-MeV neutron source at the center. The TART 175 
group Monte Carlo neutronics code was used. 
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VJSCUSSJOHS 

B. Leonard I remember I read some ten years ago a paper on second chance 

fission. The argument in that paper was that the fission cross section for 

second chance fission decreased slowly with energy rather than staying 

constant. I don't remember the basis for that but it might be worth looking 

into this. 

L. Stewart I am familiar with some of this and also with the fact that the 

odd nuclei look different than the even ones. It is very difficult to draw 

some of the curves, say for U-235 or Pu-239 because they have a tendency to 

decline just before the second chance fission threshold. 
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A IONIZATION CHAMBER WITH FAST TIMING PROPERTIES AND GOOD 
ENERGY RESOLUTION FOR FISSION FRAGMENT DETECTION 

C. Budtz-Jjiirgensen and H. -H, Knitter 

Commission of the European Community, 
Central Bureau for Nuclear Measurements 

B-2440 Geel, Belgium 

ABSTRACT 

A twin ionization chamber for fission fragment detection is described. 
The chamber allows to extract both, fast t iming- and energy propor ­
tional signals. A t ime resolution of 1. 62 ns FWHM was obtained be­
tween two fission fragments detected in the two halfs of the chamber. 
For 241 Am a -pa r t i c l e s the chamber gave an energy resolution of 
1.3. %. As counting gas methane NTP was used. 

INTRODUCTION 

For detection of fission fragments in experiments to measure neutron in­
duced fission c ro s s sections one has cer ta in demands concerning the cha rac ­
te r i s t i cs of a detector . If one wants to use it together with a pulsed acce le ­
ra tor , the detector should have timing proper t ies which a r e comparable with 
those of the acce l e ra to r , that means in the order of 1 ns . The detector should 
show no effects due to radiation damage in the presence of highly a-act ive 
fissionable deposits . The detector should allow to make a discrimination be ­
tween a -pa r t i c l e s and fission products . In the cases where high accuracy i s 
demanded in the determination of a c r o s s section, the detector should give 
also an energy proport ional signal. This seems neces sa ry , in order to con­
trol the cor rec t ions to be made for the finite fission foil thickness. 

DESCRIPTION AND PROPERTIES OF THE CHAMBER 

The wanted cha rac te r i s t i c s a r e fullfilled to a large extent by a double 
grided ionization chamber a s shown in Fig. 1. The detector consis ts of a 
grounded cathode which supports the fissile or spontaneously fissioning ma­
ter ia l deposited on a thin foil, two timing grids on each side at a distance of 
2 to 3 m m , two F r i s ch grids at a distance such that the fission products a r e 
stopped before they reach it and two anode plates at a few mi l l ime te r s d i s ­
tance from the F r i s c h gr ids . The gr ids consist of para l le l Inox wires 0.1mm 
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in diameter . The distances between the wires a r e 4 mm and 1 mm for the 
timing- and Fr isch grid respectively. 

Methane NTP was used as counting gas. Rise t imes of 20 ns and 250 n s , 
were observed at the timing grid and the collector plate respectively. In or ­
der to check the timing resolution of this chamber , the two signals from the 
tinning grids were fed into a t ime to pulse height converter . The recorded 
time spectrum is plotted in Fig. 2. It shows that the t ime resolution is 1. 62 
ns FWHM and that 99 % of the counts a r e contained within a t ime range of 
4.4 ns. This is a timing resolution as good as one obtains with a para l le l 
plate ionization chamber using same electronics . 

The energy proportional signals a r e obtained from the anode pla tes . The 
energy resolution of the chamber was checked with a -pa r t i c l e s from '̂ '̂ ^^Am. 
An energy resolution of 1.3 % was obtained. In Fig. 3 the energy spectra of 
fission fragments of ^^^(Zi a re shown. The lower section shows a straight 
forward pulse height spectrum and at the low energy side the a -pa r t i c l e s a re 
observed. The upper section shows a pure fission fragment spectrum which 
was obtained by gating the analyser by coincident events at the timing grids . 
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Figure 1. Schematic drawing of the fission chamber indicating the position of the timing- and 
Frisch grids as well as collector plates. The supplied tensions and the signal 
outputs are shown. 
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•m * 
• • 
• 
• •• 

'\^ " ' 

u •, 
I 1 1 1 ' - • 

50 100 150 

Channel IMumber 

200 

Figure 3. The lower section of the figure shows the pulse height distribution 
from a Cf-source obtained from one of the collector plates. The 
upper section shows the same spectrum but gated with the fast 
coincidences. 



4 20 

VJSCUSSJOHS 

W. Poenitz How do you measure the timing? With coincidence with the 

fission y-rays? 

H. Knitter We have used also this technique. However, the figure you have 

seen here was the coincidence between the two halfs of the fission chamber. 

We have done it also with a y-ray detector. 

J. Browne Why does the first technique you mentioned not work with a 

pile-up—even though you have good time resolution? 

H. Knitter If you have half-lives of < 10 years you have trouble. The 

rise time of the timing-signals is 20 nsec and of the energy proportional 

signals it is about 200 nsec, 

J. Behrens A comment. Many studies of fragment distributions or of the 

efficiencies use the low energy side of the pulse-height spectra, as you 

showed to determine lost pulses. Studies of this type are in many cases 

motivated by trying to determine absolute cross sections by determining 

efficiency, masses, etc. I would like to point out that the technique we 

use for our ratios tries to avoid these difficult techniques. Close 

examination of our paper will show that the threshold method bypasses this 

completely. I think this is very Important. 

H. Knitter In ratio measurements this is not severe. If you make ratio 

measurements these corrections are similar and contribute little to the 

uncertainty. 
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REQUIREMENTS ON EXPERIMENT REPORTING TO MEET EVALUATION NEEDS 

Robert W. Peelle 

Oak Ridge National Laboratory 
Oak Ridge, Tennessee 37830, U.S.A. 

ABSTRACT 

To define the requirements placed by the evaluation of nu­
clear cross sections upon the reporting of experimental results, 
a model of part of the evaluation process is presented. The model 
is a straightforward application of nondiagonal weighted least-
squares estimation to average cross sections in the energy regions 
where the shape of the cross section is not given by theory. To 
combine in a logical way the existing evaluated information with 
one or more new sets of experimental results, the estimated co-
variance matrix of each experimenter's results needs to be known 
on an appropriate mesh. The liklihood that each experimenter may 
underestimate the uncertainties in his results does not remove 
the need for him to record for users the estimated magnitudes and 
correlation patterns of these uncertainties. 

INTRODUCTION 

When neutron cross section experimental data are combined, a relative 
weight must be placed on each datum or set to conserve the available informa­
tion. Furthermore, the evaluator must characterize the uncertainties in his 
evaluated result, for instance to make possible the estimation of uncertain­
ties in reactor physics parameters computed from the evaluated data base, [l] 
The processes of input weighting and output uncertainty estimation should be 
closely tied together. 

Experimenters have generally included some estimated uncertainty infor­
mation, particularly in reporting rather precise work, to give the reader/user 
an idea of data quality. Sometimes a breakdown of the components of the un­
certainty is given so that the reader can understand the sources of the uncer­
tainties and incidentally sense the degree of correlation among the reported 
results. Rarely have experimenters revealed the full extent of their own 
understanding about uncertainties. This shortcut has been taken because all 
analysis is hard work, because no likely use of such information was apparent, 
because editors have not always treated detailed information kindly, and 

* 
Research sponsored by the Energy Research and Development Administra­

tion under contract with the Union Carbide Corporation. 
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because so often some unrecognized uncertainties have dominated the differ­
ences between the results of various experiments. 

To discover what are the logical requirements upon experimenters, part 
of the nuclear data evaluator's role is replaced here by a mathematical model 
of the data combination portion of the evaluation process. While few eval­
uations have so far been performed using any model similar to that given, [2, 
3] a human evaluator exercising best judgment has no divine powers and so 
requires the same information as would the model evaluator. If the diffi­
culty in mentally processing the required information should become too com­
plex, a computer program could carry out any desired portion of the data 
combination process. 

The "model evaluator" discussed here is not concerned with regions of 
neutron cross sections where data may be precisely fit through proper choice 
of the parameters of theoretical formulae, though in that case the require­
ments on experiment reporting are not much different from the result indi­
cated below. Instead, our evaluator will deal with the region of "smooth" 
cross sections; more exactly the model will be concerned only with the (infi­
nitely dilute) average cross sections within each of a discrete number of 
energy groups. These group cross sections 0 are the basic variables of 
concern to the "evaluator;" the output values of these variables are to be 
determined from measurements of differential cross sections, ratios of these 
cross sections, and possibly a variety of integral quantities. 

After noting the formal requirements for input to the evaluator, we sug­
gest the simplifications possible in favorable cases, deal briefly with the 
problem of inconsistent data, and give an elementary example. 

None of the material here is new, but the ideas have not been applied 
much to differential nuclear data. The author believes that the significance 
of the ideas has not been fully appreciated because nuclear data in the past 
have relatively infrequently been of sufficient quality, because the appli­
cability to this case of the least-squares or equivalent approaches has not 
always been recognized, and because in the past the resulting covariance 
matrices would not have been used. 

A mUEL EVALUATION PROCESS 

An evaluator desires "best" values of O. [i=l, . . ., l], infinitely 

dilute group average cross sections on a suitable mesh, and finds himself 
with an overdetermined set of equations linking these variables with observed 
quantities E,^ [m=l, . . ,, M] ; I<M. Unlike the typical curve-fitting problem 

these equations have a variety of forms, expressing whatever the relationship 
is between the group-average cross sections and the values one would expect 
to observe in the experiments performed. (Both depend on the underlying dif­
ferential cross sections.) Paragraphs below explain how a variety of obser­
vations can be accommodated by casting the equations in terras of sraall dif­
ferences. The 5. already contain any necessary updated corrections to 

reported results. 
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Our model evaluator combines the data in the least-squares sense to 
obtain best values of the 0. and the output covariance matrix elements 

Cov(a^,a.) = (&0^ ^O.) . The term in angle brackets denotes the expectation 

value of a product of small-error variates &a . This expectation value is the 

average over the ensemble of hypothetical evaluations obtained from equiva­
lent input data bases which could have been obtained in the experiments per­
formed. The index (i) ranges over energy groups, reaction types, and 
materials. 

To proceed, the general form of the least-squares equations must be 
recalled; in the next paragraph the variables will be identified with the 
evaluation problem. If an overdetermined set of M approximation equations 

of the form J A . s. •« y , or A s ~ y, link the variables s. to the observa-
'-' X mi 1 m -̂  1 

tlons y , and if the covariance matrix of the observation vector y is V = m -̂  — 
Cov(y), minimization of the quadratic form x^ = (z ~ A s.)̂  V~' (z " A £) 
leads to the matrix normal equations and their solution 

£ = £ A^ V~̂  X» (1) 

where 

C = (Â  V~̂  A)~^ = Gov (s) . (2) 

The output covariance Ĉ  is propagated from the input variance matrix Y_, and 
so shares whatever validity the input variance matrix has. This validity can 
be tested because the quantity x^ should be distributed as a chi-square dis­
tribution with M - I degrees of freedom. Chi-square can be computed from the 
solution using the equation 

X̂  = ^ v"i X - ±^(^ 1^ A)s • (3) 

The choice of V̂  ̂  as the (generally nondiagonal) weighting matrix yields the 
minimum-variance result for the parameter vector ŝ. [4] In the equations, 
underlined lower case symbols are vectors, upper case underlined s3niibols 

denote matrices, and ( ) indicates a transpose. 

There is always a prior evaluated cross section set of fairly good group 
values a. which need to be refined. Banking on these, our present model 

evaluator employs variables corresponding to the (presumably small) relative 
differences between the new results and the prior evaluation, as follows: 

s. = (a. - e.)/e. 
1 1 x 1 

y = (^ - I ) l t (4) 
m m m m 

A .= 8y /8s. mx m X 
s=0 

In this relative-difference language N_ is the relative covariance matrix of 
the original variables. The ^ are the values of the observed quantities 

which would be estimated assuming the a.. 
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One sees that at least one general evaluation procedure exists which 
promises to give optimal values of the needed average cross sections as well 
as the needed covariance quantities ±f_ there is available the covariance ma­
trix of the input experimental quantities and if the equations can be solved. 

CAN MECHANICAL EVALUATION BE PRACTICAL? 

The familiar formulation above appears intimidating for application to 
nuclear data, for it appears there are formidable numerical tasks after one 
completes the normal job of updating input information and the new one of 
specifing the input covariance matrix elements. We are not accustomed to 
nondiagonal input data weighting with its promise of inversion of a very 
large MxM matrix as well as the Ixl matrix needed to obtain the solution. 

There are several reasons why the task may not be so forbidding, reasons 
to believe such systems will be employed to the extent they are not being 
used already. 

a) The set of 0. considered in one solution may be confined to those linked 
by the equations and by strong correlations among the relevant observed quan­
tities. Even for the variables which must be considered together, there will 
usually be large blocks of zeros in the covariance matrix V. 

b) Where the observed quantities are themselves cross sections, the corre­
sponding portion of the A matrix consists of a unit matrix as large as the 
number of groups covered by the experiment. In important cases like this the 
simplicity of the Â  matrix, i. e. of the relations between the observed quan­
tities and the group cross sections, will allow the equations to be rewritten 
with smaller dimension. 

c) By this method cross section ratio measurements as well as direct measure­
ments of the same quantities are handled in a natural and correct manner. 
For example, if an observed quantity ? "̂  cr,/0,, 

m 1 2 ' 

8C A0, 9? A0, 
y,„ <̂i„/'i„ - x:; 5^ + ^̂ TT- - 5- = s, - s. 
'm V ^ m 90, I ^ 9 0 , ^ " ^i " ^2 

1 ^ m 2 S.Tn 

based on a first-order Taylor's expansion of Af = ^^-^^ in the variables 
A0i = 01-0^, and if the ratio measurements are available for several groups 
the corresponding portion of the A matrix is a pair of unit matrices of oppo­
site sign. 

d) All the data sets which cover the same range of cross sections need not be 
entered at once. One set of "observations" can be the combination of all the 
sets previously considered. If the reference cross section vector 0 is up­
dated each time the equations include another set of input data, thi" portion 
of the y^ vector corresponding to the current partial evaluation is null and 
the equations are simplified. [5] 

e) The equations are the same as those used for evaluation including the re­
sults of integral experiments, in which case the corresponding portion of the 
A matrix would contain the appropriate sensitivity coefficients. [6] 

f) An evaluation performed as indicated above naturally generates the covari­
ance matrix of the evaluated results. Otherwise this covarian rmatrix must 
be obtained separately, probably using a less rigorous procedure which itself 
entails considerable data manipulation. [7] J-csexr 
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Thoughtful objections can be raised to any proposal for broad use of 
such an evaluation system; the primary objection is that such a method would 
only quantify input discrepancies already known to be important, and that in 
the face of such discrepancies neither the procedure nor the output covari­
ance matrices can be valid. Indeed, one expects that inconsistent data would 
often provide a dominant difficulty, but the careful assessment of data un­
certainties required to obtain the input covariance matrix will sometimes 
reward the evaluator by revealing that some of the experiments merely dis­
agree within their uncertainties. Actual use of experimenters' covariance 
matrices would lead to more careful uncertainty analyses and eventual subse­
quent reduction of systematic errors. If the x^ test of Eq. (3) does indi­
cate inconsistent data but the evaluator believes the input variance 
estimations give the correct relative weight to the various experiments, the 
"shape" of the output covariance matrix can be adopted while the magnitudes 
of the elements of Ĉ  are scaled up by the factor x /(M - I). 

Of course, the model evaluator cannot deal with any structure finer than 
the energy mesh used, so a separate within-group shape must be adopted for 
these fine details. Where the evaluation employs "point" cross sections 
measured with relatively broad energy resolution, the shape details should be 
used to help derive appropriate y. values to represent these input data. 

Table I shows a very small example of application of the evaluation model 
to partly correlated measurements of two cross sections and of their ratio. 
Evidently the same approach would work as well for any overdetermined com­
bination of such measurements and ratios. With this method it is not nec­
essary, as in some other methods [8], to define extra variables to handle the 
known correlations among input data. 

RESPONSE NEEDED FROM EXPERIMENTERS 

Increasing utilization of evaluation techniques such as given above 
seems assured because of coherence with methods of fitting which are used 
when theory is known to apply, because of the relative ease of adding new 
differential or integral information to a previously evaluated data base, and 
because of the current need to find good ways to obtain valid uncertainty 
matrices for evaluated data. 

Experimenters should cooperate with this trend by making as clear as 
possible just what is the estimated covariance matrix of the results pre­
sented. One way to present this information would be to give the matrix 
itself on an appropriate grid! Another way, closer to past practice, would 
be to indicate the known correlation patterns as well as uncertainty magni­
tudes associated with each recognized uncertainty component. The first 
method could fail to convey the understanding required if the energy mesh is 
to be altered, while the second may not always be sufficiently explicit. A 
combination of the two approaches seems most desirable. The definiteness of 
such reporting will aid evaluators even when they employ mental rather than 
mathematical data processing techniques. 

If experimenters do not provide such information, they may have to be 
satisfied with even rougher and perhaps unfair assignments of covariance 
matrix components by evaluators, assignments which may differ from the exper­
imenter's preference not out of technical disagreement but out of the 
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evaluator's impossibility to understand the effects of complex equipment and 
analysis procedures on the correlations among experimental values. Evalua­
tions will be more valid if the experimenters themselves offer for considera­
tion the needed uncertainty matrix information. 
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—1 — 1 ' —1 -^o —1 —c 
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-̂MtycvR)-̂ '̂ '̂ '̂ ' 
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-̂tytzR) = C~̂  -I- A!̂  V/ A, 
—o —1 1 —1 

since as defined A =1^. The formulae can be expanded for any number of 
new data sets uncorrelated with each other, or used iteratively. Equiv­
alent but simpler formulae have been derived from Bayes' theorem by F. G. 
Perey, private communication (1975). If the data set ̂  are direct cross 
section measurements the equations are further simplified because Âj is a 
unit matrix augmented with zero columns if not all energy groups are 
covered. 

6. The equations of footnote 5 apply if ̂ j and V̂^ contain the results of 
integral experiments, 0 and C contain the information from differential 
experiments, and Ai consists of the relevant sensitivity coefficients, 
if integral and differential observations are uncorrelated. 

See D. R. HARRIS, W. A. REUPKE, and W. B. WILSON, "Consistency Among Dif­
ferential Nuclear Data and Integral Observations: The ALVIN Code for 
Data Adjustment, for Sensitivity Calculations, and for Identification of 
Inconsistent Data," LA-5987, Los Alamos Scientific Laboratory (1975). 
Harris et al. cover the whole framework of equations discussed in the 
present report, but in the context of adjustment of data using integral 
information rather than in the context of evaluation of differential data. 
See also A. Gandini, "Nuclear Data and Integral Measurements Correlation 
for Fast Reactors. Part 1: Statistical Formulation," CNEN-RT/FI(73)5, 
Laboralorio Fisica e Calcalo Reattori (1973). 

7. F. C. DIFILIPPO, "SUR, A Program to Generate Error Covariance Files," 
ORNL-TM-5223, Oak Ridge National Laboratory (1976). 

8. H. D. LEMMEL "The Third IAEA Evaluation of the 2200 m/s and 20°C 
Maxwellian Neutron Data for U-233, U-235, Pu-239, and Pu-241," Proc. 
Conf. Nuclear Cross Sections and Technology, NBS Special Publication 425 
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(1975) p. 286. See also D. McPHERSON and J. H. JOHNSON, "LSF: An 
Interpreter for a Class of Least Square Fitting Problems," Atomic Energy 
of Canada, Limited, Chalk River Nuclear Laboratories (1972), AECL-3415. 
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TABLE I 

A Sample Data Combination 

Observations 

CjC^ 0^) = 5.7 ± 0.1 

^2^^ 0^) = 6.8 ± 0.2 

Correlation coefficient p(^ E ) = 0.40 
1 2 

5 (= 0 /a ) = 0.77 ± 0.02 
3 1 2 

Prior Estimates 

Sj = 5.6 

^2 = 6.9 

(01/02 = 0.8116) 

Transformed Input Information 

(-1:45) 
\-5.13/ 

X 10"^; A = 
/ I 0 \ /3 .19 2.07 0 \ 
I 0 1 1 ; V = I 2.07 8.40 0 I 
\ 1 - 1 / \ 0 0 6 .07 / 

X 10 -^ 

Intermediate Quantities and Results 

•• • Q 

373 - . 0 9 2 
092 0 .142 

0 

Cov(s^) = C= [^ V_'^ A] ^ 

0 \ 
0 ) X 10'* 

0 . 1 6 5 / 

(3.10 2 . 5 9 \ 

2 .59 5 . 4 4 / 

A*̂  V"^ A = 

ŝ j = ( 1 . 0 9 ± 1.76) X 10 

£2 = ( 2 . 4 7 ± 2 . 3 3 ) X 1 0 ' 

- 2 

Correlation coefficient p(,0.^,02) = 0.63 

X? = 5.2^ 

X 10 -f At TT-

(0.538 -.257\ 

-.257 0.306/ 

/-.044\ 

V - Z = 
\0.474/ 

10^ 

0^ = 5.66 ± 0.10^ 

02 = 7.07 ± 0.16 

0̂ /02 = 0.801 ± 0.015 

Since nonlinear estimation is involved, an additional iteration 
should in principle be carried out using the output 0__ given here as the 
new 0_. In this example the second iteration gave the same result for 0̂  
to the precision quoted above. 

There is an ~2% probability that so large a value of x^ would be 
found if the input V̂  is correct. If the relative uncertainties are 
accepted, the scatter of the data would justily a decision to multiply the 
quoted output uncertainties by /5.2 = 2.3. 



430 

VJSCUSSJOHS 

J. Behrens I recognize the complexity of the covariance matrix and I also 

remember some comments made at BNL where it was said that at least the 

standards should include the covariance matrix information. My question 

is, would it be appropriate to include the covariance for the ratios, say 

in ENDF-V, or is that too much work. 

R. Peelle If evaluations would use a method as described in this paper or 

something similar, the covariance matrix for the absolute input data and 

your ratio data, which would be input data, would be required. At the 

output would appear the covariance matrix of the output data which then 

would appear in ENDF. 

J. Behrens It would be a enormous task to analyze all the data in this 

way. 

R. Peelle It always will be a mammoth task to do the job right. 

L. Stewart You probably said it but we find it quite useful to have the 

statistical error quoted separate from the correlated error. 
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Repofit 0^ the WoAklng GAoup Seiilon on CAoii Section Ratloi 

by 

C, D, Bowman 

Someone said at afternoon lunch, "If one can't measure ratios right, 

he ought to be fired." Thus, we at the Bureau, working under Civil Service 

regulations, are not permitted to measure ratios—only absolute cross 

sections which everyone knows is difficult. 

The extreme action recommended by the above comment conveys the fact 

that the ratio eliminates some very Important measurement problems that one 

has if one gets involved with absolute measurements. Of course the most 

important is the necessity of measuring flux, and often the absolute mass of 

the sample involved. If one gets rid of these problems, one is left with 

energy scales, mass-ratios, anisotropy of fission fragments, mass distribu­

tions, backgrounds, and detector efficiencies. In comparing ratio experi­

ments, one is able to detect the effects of these factors on experiments 

much more readily than is possible by comparison of absolute measurement. 

We spent most of our time looking carefully for the effects of these 

problems in ratio measurements. For several reasons we concentrated almost 

all of our attention on the U-238 vs U-235 ratio. First, there was more 

data available on that than on anything else. Those who measured another 

ratio seemed to have also measured this ratio. Systematic effects which are 

detected in the U-238/U-235 ratio are likely to exist in the other ratios 

measured in the same experiment. The U-238/U-235 ratio also is much more 

sensitive to energy shifts than the other ratios considered at this meeting. 

We reviewed all the experiments which were presented here usually in the 

presence of the experimenter. Ample time was available to question the 

experimenter, and also to give the experimenter an opportunity to restate 

things he said during Session I of the meeting. We tried to examine all the 

experiments which had been so carefully assembled and plotted for us. I 

can't say we did justice to all of them because of lack of time. But there 
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was certainly nothing lacking on the part of the Argonne staff, there was 

not a single thing that we wanted which we could not get at in half a 

minute, and that was very, very helpful. 

We looked at each experiment in terms of the type of detectors used, 

effect of anisotropy on the detector, the means of determining mass, other 

factors related to normalization, the energy scales which were used and how 

they were derived, anisotropy of the neutron source, background and its 

influence on the experiment, influence of the energy resolution, and a re­

assessment of the experimenter's estimate of the accuracy. 

Let me go on and try to mention the results from looking at the 

U-238/U-235 ratio and of course I want the members of the Working Group to 

call attention to any I might omit, I think the most remarkable thing that 

we felt came out of this work is that a large number of experiments can be 

brought into what some would consider excellent agreement in the energy 

region from threshold to 10 MeV after energy scale changes and after adjust­

ments for possible mass changes. 

Let me first say something about white source energy scales. You heard 

some about this on Monday and you remember at that time there was a large 

discrepancy between other scales and the Coates measurement at Harwell. 

For that reason James did a measurement with the same detector primarily to 

check the energy scale and he arrived at a result which agrees very well 

with the Livermore energy scale. At this point Coates took a second look at 

his energy scale determination. He had first determined an energy scale by 

measuring the flight path. In addition he had obtained an energy calibra­

tion with the carbon resonances which gave a different scale. He chose the 

latter resonance energy scale which is higher than James's scale and the LLL 

measurements. After James's measurement he checked the accuracy with which 

he had done the resonance calibration and concluded that the accuracy was 

actually much less than he thought. Using the original path length scale 

which was consistent with the resonance energy scale within the uncertainty 

of the measurement he derived an energy scale in good agreement with James's, 

If one renormallzes his data higher by a couple of percent, then one obtains 

a cross section in excellent agreement with the James and the LLL cross 

section. 

Two other measurements were available from white sources; the Clerjacks 
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measurement, and the Difilippo measurement. If you now compare these five 

measurements from Clerjacks, James, Coates, LLL and Difilippo, it appears 

that there is no energy shift and in this region from zero to 10 MeV . I-Jhere 

they overlap the agreement is quite good and, I think, one would expect an 

evaluation to yield a number at least as good as 2 percent. 

We looked next at the Van de Graaff data and took quite some time to 

consider the ratios measured at Argonne. There is an apparent energy shift 

of Meadow's measurements relative to the bulk of the white source measure­

ments as described above. By shifting Meadow's data down by 20 keV, it 

appears the agreement with the white source measurements is very good. The 

observation was made by someone who looked at this carefully—I think it was 

James who has been studying energy scales—that in virtually every case. 

Van de Graaff measurements tend to come out high in nuclear data measure­

ments of this kind including the narrow carbon resonances. The exceptions 

are Davis and Barschall, and Johnson who measure the same energy scale as 

white sources measurers. Meadows felt it would be very important to do that 

measurement at Argonne and see what the result yielded. 

The recommendation of the group was that Van de Graaff measurers should 

check the resonance at 2.07 MeV in carbon to assure that they have a proper 

energy scale.(See footnote on p.443. Note added by the Editors). 

I have already stated that we can achieve an evaluated ratio of better 

than 2% in the range up to 10 MeV. If you add other Van de Graaff measure­

ments and adjust them up or down in mass as uncertainties permit, one 

achieves^ with maybe one or two exception% very good agreement with the curve 

you get from the white sources. That also adds to my confidence that an 

evaluation could now achieve better than ± 2% accuracy. 

Above 10 MeV the data becomes more sparse and there appear to be dis­

crepancies in the white source data. There are two cyclotron measurements 

and two linac measurements extending to 20 MeV or higher. There is a diver­

gence between cyclotron and linac measurements above 12 MeV. The cyclotron 

measurements increase more rapidly and, by the time one reaches 20 MeV, the 

difference is about 10% or larger. This is very surprising and disturbing 

in view of the agreement at lower energies. One possible source of the 

difference is that cyclotrons both used gas scintillators and the linacs 

both used ion chambers. One recommendation of the group was to have some 
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kind of detector exchange start between these different facilities to assess 

this problem in this energy range. This energy ran^e is increasing in im­

portance owing to fusion program needs. 

Only an hour of our time remained when we moved on to consider the very 

important Pu-239/U-235 ratio. There were several factors in the Pu-239/U-235 

ratio which were significantly different from U-238/U-235, First, one has 

much higher a-activity in Pu-239 which might have effects not present in the 

other ratio. The energy scale which is very important in the other ratio is 

not so important here since the energy dependence for both cross sections is 

similar. It appears that the U-238/U-235 ratio can provide guidance on ap­

propriate energy shifts for the Pu-239/U-235 ratio. We were able to do a 

little bit of this apparently with positive results. Also anisotropy, which 

is a major concern in U-238, is much less a concern in this ratio because it 

is small and tends to behave the same way with energy for both Pu-239 and 

U-235. The final point is that there often is a significant contamination of 

Pu-240 requiring correction. Those were the four things we felt were signif­

icantly different from the other ratio. 

In view of the fact that there is significantly less possibility for 

energy scale and anisotropy problems, one expects the Pu-239/U-235 results 

to agree better than U-238/U-235 which does not appear to be the case. 

There are differences—some of which will be corrected by energy scale trans­

formations but the biggest problem appears to be in mass normalization. 

Most of these experiments claim mass determination to 1%, maybe a bit poorer. 

Yet there are many examples of discrepancies at the 4% level and the 

systematics of the effect appear to indicate mass determination problems. 

No guidance was available as to whose mass might be most accurate. 

Moving on to the U-233/U-235 ratio, the situation appears to be 

similar only that the data are even more sparse. There is a mass problan 

and there are also differences in shape which are not correlated with 

energy shifts. Above 14 MeV there is hardly any data at all except for the 

LLL ratio measurements. 

For PU-239/U-235 and U-233/U-235, it appears that there is a signifi­

cant problem with mass determination and the typical error may be 3-5%, A 

large part of this might be related to uncertainties in the efficiency of 

the detector although it was not possible to consider this carefully. The 
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group also felt that there is an insufficiency of measurements of these 

ratios. It was a great help to have the mass of information on U-238/U-235 

out of which an accurate ratio probably can now be derived and, where prob­

lems still exist, the required measurements can be clearly stated. 

When we look at these last two ratios, we see something like a 4% differ­

ence where we have eliminated the flux problem. One might infer from that 

how accurately one can get the Pu-239 cross section when one derives it from 

the ratios and the absolute U-235 cross section. 

Finally, there are several recommendations mentioned earlier which I 

summarize below: 

Recommendations; 

1. Measurers in the MeV range should include a check on the energy of 

the 2.07 MeV carbon resonance to confirm the accuracy of MeV energy 

scales. 

2. If differences for the U-238/U-235 ratio in the energy range above 

10 MeV are not cleared up by a restudy of existing data, a detector 

exchange should be initiated to resolve any possible problem between 

gas scintillators and ionization chambers. 

3. Most measurers generally measure more than one ratio. The energy 

scale differences encountered at threshold in the U-238/U-235 ratio, 

should be used to transform the scales of other ratio measurements by 

the same authors which should result in more consistent data sets for 

evaluation. 

4. Special care must be given in determining the Pu-239 mass or the 

Pu-239/U-235 mass ratio in future experiments since the present data 

show significantly larger normalization differences than expected on 

the basis of the authors' stated mass uncertainties. The situation 

appears to be more difficult than the U-238/U-235 mass ratio, 

5. Care should be taken in evaluating the influence of the higher 

alpha activity of Pu-239 and U-233 on the efficiency of the fission 

chamber. 

6. More measurements must be made on the Pu-239/U-235 and U-233/U-235, 

particularly at high energies, to obtain evaluated ratios to an accuracy 

of ± 2% or better with a high level of confidence. 
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VJSCUSSJOHS 

R. Peelle Let me return to the energy scale problem. Do you want to also 

say that the white source measurers should also measure resonances? Why 

does it refer only to Van de Graaff measurers? 

C. Bowman Well, white source measurers usually do the measurement anyway 

and, with a little care, have demonstrated the capability to get the correct 

energy scale. Perhaps we should change our recommendation, I am sure the 

group would be willing to include the white source measurers in the 

recommendation. 

B. Diven That 20 keV shift is at threshold? What is the reference point? 

C. Bowman We refer to the shift in the energy of the U-238 fission thresh­

old. There is one other point which I would like to mention. If there is 

an energy shift in the white source experiments, then the energy shift would 

get much worse at higher energies. However, if you compare the Van de Graaff 

and white source data at higher energies, this does not appear to be the 

case. This is additional evidence that the Van de Graaff energy scales are 

in error rather than the white sources, 

J, Behrens I would like to comment on the normalization problem. In our 

measurements we do not necessarily make mass determinations. We have two 

independent ways of normalizing to make our ratios absolute. We get very 

good agreement, we have a thermal normalization and the threshold technique 

which appears to agree for Pu-239/U-235 with 0.3%. If you realize mass 

determination Implies experiments other than those recently completed at 

Livermore, the statement is correct. 

*The uncertainty for this comparison was 2.4%. 
Comparisons for other ratios are given in Table III of the paper by J. W. 
Behrens and G. W. Carlson, the first paper of Session I, (Note added by 
the Editors) 
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C. Bowman Let me respond to this if I can and maybe defend some of the 

other experiments, I think that the Livermore group has done a very careful 

job to get that part of the experiment in order, but if you ask the other 

experimenters a similar question they might have used different techniques 

to get the proper mass, isotopic dilution, destroying foils, all the whole 

spectrimi of techniques. If we have to rely on what the experimenters tell 

us, it may be difficult to make an evaluation. Everybody tried hard, 

G. Carlson I think you are a bit pessimistic about the dispersion between 

experiments on the Pu-239/U-235. I seem to see a better agreement than the 

3 or 5%. I agree the U-233/U-235 is much more uncertain but in the 

Pu-239/U-235 there is a whole set of values you can look at which appears 

in a band of 2%. I would say the agreement is more in a 2% range. 

C. Bowman Maybe this is an important point that I misrepresented and I 

would like to ask the group to respond. 

J. Meadows The 2% may be too optimistic. If you look at the data, there 

are a whole set of experiments which should have a normalization in the 

one or two percent range. There are too many which fall out of that range 

for. comfort. 

W. Poenitz I think it is a pity that there are really too few data avail­

able over an extended energy range. But if one compares in the restricted 

range which is overlapped with many independent data sets and with the LLL 

data, then I get the Impression that it was not only a normalization problem, 

but that it was a shape problem. If one normalizes above 1 MeV, the data 

for Pu-239/U-235 starts to diverge below 1 MeV and converge around 100 keV 

the Livermore data being in conflict with all other data but that of Gaytner 

who measured the shape over this range. 

C. Bowman We had that one measurement which we did not have the time to 

discuss but which bears on this problem. Tom, (Heaton) would you like to 

report on your measurement? 

T. Heaton We measured the average over the Cf-spectrum. We think that the 

accuracy of our mass scale is 1.2%. We do find a result which is about 3% 

higher than the whole of the differential results. 
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A. Smith Did you mention anything about the structure in Pu-239/U-235 

around 300 keV? 

C. Bowman Yes, we looked at this. Again I have to speak for the group. 

I think there was the feeling that there was not a good reason to feel that 

the structure was false. 

A. Smith Did you reach any conclusion as to what the cause is? Is it in 

Pu-239 or U-235? 

C. Bowman We just noted that there is a much larger peak in the ratio at 

800 keV, and if there is any at 300 it is less significant, 

A, Smith If it is in U-235 why do you not see it in U-233/U-235? There is 

only very slight indication there. 

C. Bowman Nobody said where it was. 

J. Behrens I would like to point out that we noticed it in U-233/U-235, 

There is also a peak around 6 MeV, Of course we are not suggesting that 

there is a resonance at 6 MeV, One reason is changing shape, 

A, Smith That is an interesting peak for another reason too. 

W, Poenitz The reason for this peak at 6 MeV is that there is a shift in 

the second chance fission threshold between U-233 and U-235. The ratio 

U-233/U-235 rises with second chance fission in U-233 and drops sharply with 

the onset of second chance fission in U-235 at higher energies. 

L, Stewart But the problem is that the shift is in opposite direction than 

what you would expect, 

A, Smith The other question is why does the Livermore peak occur at the 

same energy as observed by Meadows, and still you suggest an energy shift in 

U-238/U-235, 

J. Behrens The shift in U-238/U-235 is 20 keV below 1 MeV, at 6 MeV you 

would not see that. 

A. Smith Let's return to the question, what the cause for the structure in 

PU-239/U-235 is. Is it in Pu-239 or U-235? 

C. Bowman I think the point Behrens and Carlson made is that if you have a 

range where U-235 and Pu-239 have different slopes you end up with something 
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like peaks which are not present in either one. This is a statistical thing. 

L. Stewart But it is also in U-235, that is what A. Smith wants to suggest. 

A. Smith I am trying to relate it to what also appears to be in U-235. 

C. Bovman The dip you say is in U-235. We heard of proposed alimiinimi 

resonances. There is nothing in anybody's experiments which would relate 

to that. 

R. Peelle If I understood your report about the Pu-239/U-235 ratio correct­

ly, the data base is in a disastrous condition. Maybe I over-reacted. 

C. Bowman It appears to be a fairly serious level of disagreement. 
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Appendix to the Repofit by the Woftklng Gfwup on Ratloi 

WORKING GROUP CONCLUSIONS ON KEV AND MEV FISSION RATIOS 

The Working Group reviewed a number of experiments, usually in the pre­

sence of at least one of the experimenters who participated in the measure­

ment. Generally speaking there was enough time for the group to ask any 

questions it chose of the experimenters. Comments derived by consensus of 

the group are summarized below for each experiment. We begin with the 

U-238 to U-235 ratio, referring to each experiment by means of at least 

one of the names of the authors of the papers. The data by Behrens and 

Carlson was arbitrarily chosen as a reference in order to facilitate the 

comparison of differnt data, 

Behrens and Carlson 

There appears to be no significant problems with the detector. 

Anisotropy and momentum effects seem to be a matter of concern to the ex­

perimenters and were apparently handled satisfactorily by using sufficienly 

thin foils and applying the corrections as appropriate. Questions on 

zero-time determination, clock calibration, flight path length were an­

swered to the satisfaction of the group. No problems could be uncovered 

which might indicate problems with the energy scale. The resolution 

appeared to be sufficiently good to delineate the existing structure in 

the cross section sufficiently. The authors designed the experiment 

apparently very carefully to eliminate background problems. This was 

important because the background was not measured above 440 keV. How­

ever, at 440 keV the authors found a background less than 0.1%. The 

authors estimated an accuracy of +̂ ,5% across the full energy range 

which the Working Group felt inclined to accept if statistical errors 

and normalization or mass measurement problems were excluded. 
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Meadows 

The group concluded that as long as fission foil thickness was less 

than 0.5 g/cm and foils were either rotated 180° in the beam or the 

chamber built in such a way that as many foils face one way as the other 

that there should be no anisotropy problem. The experimental geometry 

and technique appeared to assure no problem in this regard. Considerable 

discussion centered around the energy scale which the author claimed to 

be accurate to ̂ 3 keV at 1.5 MeV. It was clear that excellent agreement 

could be obtained with the Behrens-Carlson experiment with a reduction 

in the neutron energy of the Meadows experiment by 20 keV. The group re­

commended that the energy of the 2.08 MeV resonance in carbon be measured 

to assure that there is no problem with energy scale.* 

Conde 

No problems in this experiment could be found in the detector system. 

The normalization involved thermal neutrons and mixtures of U-235 and 

U-238, the U-238 being U02 and the U-235 being uranium fluoride. The 

energy scale was calibrated using 5 or 6 different reactions. No reason 

to doubt the val id i ty of the experiments was uncovered. 

Evans 

This measurement was undertaken primarily to resolve the discrepancy 

between the energy scales of Behrens and Carlson and of Coates. It 

covered the energy range from 1.2 to 2 MeV. No effort was made to measure 

the backgrounds and the curve was not absolute. The author recommended 

that the data not be included in evaluation except for the contribution 

it makes in determination of the proper energy scale. A more complete 

and more reliable measurement of the ratio will begin soon. The error 

on the energy scale is claimed to be 2 or 3 keV at 1.5 MeV. In view of 

* Measurements of the C-resonance at 2.077 MeV by J. Meadow after the 

meeting resulted in differences of no more than 3 keV which agrees 

with the experimental uncertainty (Note added by the Editors). 
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the absence of opportunity to measure background and a number of other 

attributes of the experiment, the author was unwilling to estimate the 

accuracy of the results. However, the energy scale agreed well with 

that of Behrens and Carlson. 

Coates 

Coates had two possible energy scales—one determined by flight path 

length measurement and the other determined by analysis of carbon resonance 

position. His original data were published with the carbon resonance 

energy scale. Upon completion of the James experiment, Coates returned to 

the resonance calibration method and after some study found it to be sig­

nificantly less accurate than it had first appeared. The uncertainty esti­

mated was found to overlap the energy calibration determined by flight 

path length measurement. The flight path length measurement brings the 

Coates data into reasonable agreement with the Behrens and Carlson data 

and the James data. Owing to neutron-induced reactions in the foil it 

was necessary to use a high bias which might have made the experiment more 

sensitive to fission fragment angular anisotropy. However, no corrections 

for this effect were applied. Measurement of background were made using 

total cross section measurements of samples of different thickness. The 

result showed that any backgrounds present were below the 2,5% level. 

After shifting the data to bring the energy scales into alignment with the 

Livermore data, excellent agreement with the Livermore data could be 

obtained by shifting the normalization of the data up by 2%, 

Grenier 

The author estimated a 9% background correction which could be cor­

rected with 10% uncertainty so that background uncertainty should have 

been less than 1%. The mass determination was done to an accuracy of 

2.4%. However, the data would have to be increased by 4% to bring them 

into agreement with the Behrens and Carlson result. 
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Pi fi1i ppo 

Rather thick foils were used in this relative measurement so that 

there might be possible angular anisotropy problems which have not been 

corrected for. The flight path was not measured but known resonances 

were used for energy calibration. There appeared to be no resolution 

effect of significance in the experiment; no background was measured. 

The author estimated a 1.5% systematic uncertainty. The data agree 

quite well with Behrens and Carlson after the normalization is adjusted. 

Lamphere 

This is a Van de Graaff measurement. The energy scale appears 

to be higher as appears generally to be the case of positive ion accelera­

tors as compared to white neutron sources. The fission chamber contained 

a large amount of material and there was a significant problem with the 

mass which has been known for a number of years. Fairly good agreement 

with Behrens and Carlson can be obtained if the cross-section is shifted 

in energy and the mass renormalized to the Behrens-Carlson experiment. 

Lamphere was not present to defend his experiment. 

Fursov 

This is another Van de Graaff experiment which also shows an energy 

scale shift to high energy compared with the white source techniques. 

Above threshold between 2 and 5 MeV the cross section agreed fairly well, 

and this has improved somewhat with the energy shift. However, above 5 MeV 

serious problems appear which discourage the use of the data above that 

energy. 

Poenitz 

This was a single point measurement at 2.5 MeV where the cross section 

is relatively flat and neutron energy determination is not an issue. A 

gas scintillator was used apparently in such a way as not to encounter 

problems in angular distribution arising from overly thick foils. The 

mass determination according to the author is good to about 1% and the value 
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for the cross section ratio appears to be supported by the recent Behrens 

and Carlson measurement. 

Cierjacks 

A gas scintillator detector was used in this experiment which in-
2 

volved a coincidence technique. The sample thickness was 0.4 mg per cm of 

2 

UO which is near but below the thickness where significant angular aniso­

tropy effects might be important. The experiment was carried out with a 

50 meter flight path which was the longest of any of the white source 

experiments. There is a decided shape difference above 10 MeV when one 

normalizes at 2.5 MeV where the cross section is flat. Below 10 MeV the 

results appear to be in very good agreement with the Behrens-Carlson 

measurement. A comparison of the data by Behrens-Carlson with the Coates 

experiment shows the same kind of differences above 10 MeV. Both the 

Cierjacks and Coates experiments were carried out using cyclotronbased 

white sources and also using scintillator fission detectors. The group 

felt that if the planned measurements of Coates continued to be incon­

sistent with linac ion chamber measurements that a detector exchange 

program should be established to resolve the uncertainties in the region 

above 10 MeV. 

Other Experiments 

The following comments are made with regard to experimenters for 

which time was not available to give as much attention as those described 

above. 

The White measurements were viewed by the group to be useful with no 

energy shift or renormalization necessary. 

It appears that the data of Stein must be renormalized. 

The data of Smith if renormalized upward could be brought into good 

agreement in the energy region below 10 MeV. 
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The Ratio of Pu-239 to U-235 

The group f e l t that there were certain factors relating to this ratio 

which affected the attainable accuracy in a signif icantly different way 

from that for the U-238 to U-235 rat io . The increased alpha act iv i ty of 

the Pu-239 usually results in the use of thinner fo i ls and poorer stat­

is t ics or in a higher bias and a resulting lower efficiency to eliminate 

alpha pile-up pulses. On the positive side the energy dependence is 

much weaker than that for the U-238 to U-235 ratio and therefore the 

energy scale should be a less significant factor. However, since the 

U-238 to U-235 rat io is so sensitive to the energy sh i f t , an energy 

dependence found there and correction for such dependence probably can 

be carried over to the Pu-239 to U-235 rat io . In general this appears 

to be helpful in bringing different measurements into agreement. An­

isotropy seems to be less of a problem since the energy dependence of 

anisotropy for the two isotopes are similar. 

Meadows 

The Meadows data claim a .8% uncertainty in the mass ratio meas­

urement as compared to a 1.3% value for the Carlson-Behrens data. The 

detector efficiency in Meadows' experiment was thought to be 98%. 

Thermal neutrons were used in the mass determination. There appeared to 

be a significant disagreement in normalization between the results of 

Carlson and Behrens and Meadows. The statistical accuracy for the Meadows 

experiment was somewhat less than desirable. According to Meadows it is 

practical to improve this experiment using longer running time. 

Pletschinger 

The experimenter apparently undertook a very careful measurement which 

he claims to be accurate to 1%. The detector efficiency was somewhat less 

than 90%. A correction for Pu-240 content of 3.5% was applied. The esti­

mated accuracy is expected to be around the amount of 2%. 
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Carlson-Behrens 

The data were normalized by the threshold technique and by extending 

the measurement down to thermal energies. The estimated uncertainty in 

the mass is 1.7%. The detector ef f ic iency fo r Pu-239 was 90%. A l l 

s t a t i s t i c a l l y s ign i f i can t structure in the ra t i o is reproduct ible. 

Soleilhac 

The group was advised by its European members that these data need 

not be considered in an evaluation since an accurate fission ratio was 

not the primary objective of this experiment. 

Poenitz 

Measured from 120 keV to 1.4 MeV using a gas scintilator. The group 

uncovered no uncertainties in the experiment which appeared to undermine 

its validity. 

Cierjacks 

The data were taken wi th a 12 meter f l i g h t path which is su f f i c i en t l y 

short to possibly have some impact on the energy scale, although th i s 

could not be demonstrated at the time of the group discussion. The data 

swing high above 10 MeV as do the U-238 to U-235 ra t i o compared to 

other white sources. In add i t ion, there appeared to be a shape difference 

of about 4% over the energy range from 0.8 to 8 MeV.* 

General Comments 

Several general corments about the Pu-239 to U-235 ra t io seemed 

appropriate. F i r s t , there appeared to be s ign i f i can t l y fewer high qual­

i t y measurements of th is r a t i o . Second, the absolute accuracy obtain­

able for th is ra t io appeared to be s ign i f i can t l y poorer than the accuracies 

obtained for the U-238 to U-235 ra t i o even though the masses apparently 

* Data considered at the working group session were corrected since then 

and included in these proceedings (Note added by the Edi tors) . 
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were obtained to roughly the same accuracy. No reason for this difference 

seems apparent, but one possible problem might be in accurately determining 

the detector efficiencies when the efficiency is in the neighborhood of 

90% or somewhat lower. Future efforts on Pu-239 should be especially 

careful in determining the detector efficiency as well as the Pu mass. 

The Ratio of U-233 to U-235 

Generally speaking the data on this ratio were even more sparse than 

those on Pu-239. The most recent measurements of Behrens and Carlson and 

of Meadows disagree. The Livermore measurement has two normalizations as 

obtained by the threshold technique and as obtained by extension down to 

thermal energies. These two normalizations disagree with the Meadows 

experiment by 5% and 2% respectively. The data become particularly sparse 

in the region of 14 MeV and above. As time was short for the Committee's 

work and few recent high quality experiments had been performed, this 

ratio received only a small amount of attention from the working group. 

At least two more highly quality energy dependent measurements are required 

before an accurate ratio of cross sections can be established for this 

isotope in the higher MeV range. 
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Repofit 0(J the Wofiktng Gfioup on Abiolute flalon MeoiuAementi 

by 

R. W. Pee l l e 

Introduction 

As a result of the Importance of the problem area a great wealth of 

direct fission cross section data has been generated within the last two 

decades. Yet, even for U-235 fission, some of the recent measurements 

by experienced experts differ one from the other by several percent. The 

spread originates in the great difficulty of the measurements. Values 

presented for the first time at this meeting should contribute to the 

eventual clarification of which fission cross section values should be 

taken as most nearly correct. 

For the considerations in this report we Include as "direct" measure­

ments both the true absolute measurements and the measurements which have 

been performed relative to various cross section standards such as n-p 

scattering and, below 100 keV, the Li-6(n,alpha) and B-10(n,alpha) reac­

tion cross sections. The committee chose to limit its attention to the 

energy region above 20 keV except to the extent that values obtained at 

lower energies determine the normalization at energies greater than 20 

keV. 

Several general experimental problems were discussed, and then sub­

committees were formed to deal with the U-235(n,f) cross section in the 

various energy regions and with direct fission measurements on the other 

nuclides of concern. 

The remainder of this committee report is organized according to 

the topics considered. 

Experimental Problems 

For £ gas scintillation fission chamber of simple design, A. B. Smith 

noted that his test experimental data revealed effects of a very serious (x2) 
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nature which may be interpreted as inefficiency for certain fragment angles, 

an inefficiency not apparent through inspection of the pulse-height spectrum 

observed. Seemingly, the effect must be connected with some light collection 

phenomenon. Other workers have not seen this strong effect using their 

own counter geometries and relying on their own experimental checks. It is 

recommended that experimenters be watchful for this effect until it is fully 

understood and can be protected against. 

The anisotropy of fission fragments relative to the beam direction has 

been used to make corrections to much of the fission chamber data presented 

at this meeting. For many measurements these corrections are small; however, 

others utilize detectors sensitive for only a portion of the space angle. 

Since there is some doubt about values of the anisotropy to use even for the 

major nuclides whose fission cross sections are most important, it is re­

commended that new measurements or evaluations be performed to assure that 

these fission chamber efficiency corrections can be correctly performed. 

Auxilliary quantities such as the decay half-life of Pu-239 continue 

to be of crucial importance to fission cross section data analysis. It is 

recommended that work on these secondary quantities be continued until the 

uncertainties associated with these values no longer impact on overall 

cross section uncertainties. 

Use of Preliminary Data in Evaluations 

The use of preliminary data, which was discussed after the presentation 

of the paper by M. Bhat, was again considered. It was recommended that evalu­

ators should avoid or restrict the use of preliminary experimental results. 

Need for Clean Physics Criticals 

The usefulness of clean "physics" integral experiments, specifically 

fast critical assemblies, was discussed. The need was emphasized to make 

the results of such experiments more accessible to cross section specialists. 

Value of Direct Fission Measurements on Nuclides Other Than U-235 

The question was discussed whether one should measure directly the 

fission cross sections of greatest interest - Pu-239(n,f) for instance -, 
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or rely almost completely on a combination of fission ratio measurements 

with values of the U-235(n,f) standard cross section. Opinions varied, 

but there existed nearly a consensus that whenever experimental techniques 

can be applied with equivalent accuracy to Pu-239 and U-235 fission sam­

ples, the direct measurements on Pu-239 should be included to provide re­

duced uncertainties for values of the most crucial fission cross sections. 

Status of Absolute Measurements on Pu-239 

(Chairmen: G. Knoll and F. Kaeppeler) 

Data by Allen and Ferguson, by Szabo, and from the Univ. of Michigan 

were compared between 140 and 3200 keV with a curve derived from the 

ratio measurements of Carlson and Behrens and the proposed ENDF-V evalu­

ation of the U-235(n,f) cross section. The validity of any conclusion 

from such consideration is somewhat confused by the nonindependence of 

ENDF-V from some of the absolute measurements (the U-235 data by Szabo 

and from the Univ. of Michigan were considered in the evaluation of U-235 

ENDF-V) and restricted by the somewhat arbitrary selection of the ratio 

(for example, the ratio derived from the Univ. of Michigan data is in 

conflict with the ratio by Carlson and Behrens). 

The main discrepancy appears to be in the 200-700 keV range where 

the Allen and Ferguson data lie some 10% above the other data. The 

difference probably reflects a problem in the flux measurement since a 

similar disrcepancy exists for their U-235 data. Without the Allen and 

Ferguson data, a reasonable confirmation of the shape derived from the 

data by Carlson and Behrens and ENDF-V (although ENDF-IV might also be 

satisfactory) was obtained. However, a shift in the normalization of 

the Carlson and Behrens data (or ENDF-V) over the entire range to lower 

the resulting curve for Pu-239 by 0.05 b appears desirable. 

Summary on Low-Energy Normalization of the U-235(n.f) Cross Sections 

(Chairmen: B. R. Leonard and 0. A. Wasson) 

The thermal cross section, of 583.5b derived by B. Leonard, with an 

uncertainty of 0.5% for the absolute value is recommended for the use in 



4 53 

the normalization of data going to thermal energies. 

The integral from 7.8 to 11.0 eV is convenient for the normalization 

of shape data and often used. The spread of values is 3.5% which suggests 

a 1.7% uncertainty. It is recommended to use a value of 241.2 b.eV with 

a 2.4% standard deviation. 

The 0.3-1.0 keV range is of interest because shape differences above 

this energy are less (+2% in 5 data sets from 300 eV to 30 keV) than at 

lower energies. By contrast, there is a 5% absolute difference between 

the data sets of Gwin and Czirr after normalization to the same thermal 

value. The uncertainty for normalization in this 0.3 to 1.0 keV interval, 

relative to thermal energy, is 3.5%. 

The average value obtained by M. Bhat based on low-energy normali­

zations is 3.6% below the Univ. of Michigan value at 140 keV or roughly in 

consensus with the center of a +3% band of data which is based on 

normalization at higher energies. The data by Wasson, normalized at 7.8 

- 11 eV, agree with Gwin's results within+2% near 140 keV. 

Summary on the 0.2 to 8 MeV Range for U-235 

(Chairmen: B. C. Diven and M. Bhat) 

Between 1 and 8 MeV there is no major controversy regarding the 

evaluated curve with a +3% uncertainty. In this region the energy scales 

of the different'experiments were questioned but may be consistent with 

one another. 

Below 1 MeV the data sets are consistent with an evaluation known to 

3% except from 0.25 to 0.4 MeV, where the scatter of data suggests +5% 

uncertainty and causes some problems in deciding on a best evaluated 

curve. The +5% uncertainty reflects differences in apparent structure 

among the various experimental results which should and will be invest­

igated. 

Because of the larger differences in part of the region below 1 MeV 

which is of crucial importance for fast reactor design, new measurements 

should be made in this range to reduce the uncertainties to at least 

the 2 to 3% range. Data should be obtained using both white and mono­

energetic neutron sources, since both types of sources are well suited 
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to this energy region. 

Summary on the Above 8 MeV Range for U-235 

(Chairmen: J. B. Czirr and S. Cierjacks) 

Some information on the uncertainty of the relative shape above 8 MeV 

can be obtained from ratios at selected energies obtained in four relative 

and three absolute measurements. The values are given in Table I and were 

derived from numbers picked from the graphs. It should be noted in con­

sidering the <6>'s that there are two groups of data on either side of the 

mean for all the ratios listed. It is possible that the differences are 

correlated with either the flux measurement or the fission measurement 

techniques (or both). One observation is that the ratio of cross sections 

at 14.0 to 5.4 MeV as measured by White is not reproduced by any of the 

four relative measurements. A broader conclusion is that the data show 

good internal consistency over the broad span represented by the 0(14)/ 

0(3.5) ratio. 

Above 15 MeV the various sets diverge badly in shape and only a gross 

('\' + 10%) estimate of the cross section can be obtainable. 

Summary of the Energy Range above 10 keV 

The Table II gives a summary offered by W, Poenitz of observations 

and recommendations for the U-235 cross section above 10 keV. Fig. 1 

shows a +3% band around a reasonable 'guess' curve for U-235 which seems 

to cover most of the more recent experimental data. 

Conclusions 

Though impressive and meticulous efforts have allowed the present 

level of cross section accuracy to be achieved, at every stage it is 

possible to see how systematic efforts can be further reduced or more 

accurately corrected for. In some cases improved counter design can help 

future work. If an uncertainty less than 2% in the evaluated U-235(n,f) 

cross section is to be approached even greater care will be required to 

avoid small spurious errors. To reach this goal, more careful documenta­

tion will be needed of correction methods for systematic effects. This 

documentation will also be required for the evaluation of cross section 

correlations between the various energy regions. 



455 

Since discovery of systematic errors usually depends upon comparison 

of results from competing methods, it is Important that absolute cross 

section work at Isolated energies (for example 14 MeV) continue to be 

pressed where opportunities present themselves. 

Finally, one should be pleased with the data in hand but work 

diligently to make further Improvements. 
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Table I. Cross Section Ratios for U-235 at Higher Energies 

(R = 0(E1)/0(E2) 

\ Max (^1 MeV) 14.1 14.1 14.1 16.1 
Data E Min ('\'5 MeV) 3.5 5.4 7 10.0 

Leugers 

Czirr 

Pankratov 

Smith 

White 

Cance/Hansen 

Cance/Poenitz 

1.66 

1.71 

1.61 

1,65 

-

-

_ 

1.79 

1.72 

1.77 

1.72 

-

1.74 

1.69 

2.00 

1.92 

1.97 

1.87 

2.17 

-

-

1.21 

1.113 

1.22 

1.13 

-

-

— 

1.34 

1.14 

1.27 

1.27 

-

-

— 

Averages 

All Data 

R 1.658 1.738 1.986 1.173 1.255 

<5> 1.7% 1.6% 4.0% 3.6% 4.6% 

Shape Data 

R 1.656 1.750 1.936 1.172 1.240 

<6> 1.7% 1.9% 2.4% 3.6% 8.1% 



Table I I . Summary of U-235 Cross Sect ion S ta tus above 10 keV 

Status 
Agreement 
within a +;3% 
band. 
On the high 
side of this 
band: 

Szabo, <1 MeV 
Kuks 
Abramov (Cf) 
Wagemans 
"Reactors" 
Hansen, < 2 MeV 
Perez 

In the middle: 
Gayther, norm. 
to U. Michigan 
Poenitz, 
Cierj acks ,<6MeV 
Czirr, <10 Mev 
norm, to Cance, 

On the low 
side: 
Szabo >2.5 MeV 
Hansen >2.5 MeV 
Wasson 
Heaton (Cf) 
Czirr (rel.Li) 
Gwir. 

Observations 

Problems, Discrepancies 
1. 

2. 

3. 

4. 

5. 

6. 

Shape disagreement 
between Hansen and most 
others in 1-2 MeV range. 
Shape disagreement be­
tween Wasson and most 
others in .25-.30 MeV 
range. 
Shape disagreement be-
Szabo and most others in 
2 - 6 MeV range. 

Energy shift between 
Hansen and others at 6 
MeV would imply a 3.8% 
uncertainty per 100 KeV 
above 6 MeV and up to 
6% around 1 MeV. 
Shape and absolute value-
disagreement between 
Kaeppeler and most 
others in .5 - .8 
MeV range. 
Poorer situation above 
14 MeV. 

Solutions 

1. Majority shape 
accepted. 

2. Suggested correlation 
with Al-cross sect­
ion. Solution: None. 

3. Suggested D(d,n) 
angular distribution. 
Solution: None. 

4. Suggested that stat­
istics not sufficient 
to prove a trend. 
Solution: None. 

5. None. 

6. None. 

Recommendations 

Specific 
1. None needed. 

2. Simple shape 
measurement 
desired. 

3. Planned NBS-
Carlson, 
ANL-Poenitz 
measurements 
will help. 

4. Planned NBS-
Carlson,ANL-
Poenitz 
measurements 
will help. 

6. NBS-meas-
surements 
may help. 

General 
Higher precision 
and lesser 
uncertainty 
of individual 
measurements 
by improving 

corrections to 
achieve a sub 
2% level. 

Better documen­
tation of 
experiments. 

Use of independ-
at selected 
energies to 
discover 
systematic 
errors. 

On 
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Figure 1 A resonable but arbitrary guessed curve for U-235 and a +̂ 3% band. Only newer data are shown. 

See discussions on the preceeding pages, 
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VJSCUSSJOHS 

^' Stewart You might want to mention that the + 3% U-235 uncertainty is 

based in some cases on a 7% difference between results obtained with 

different techniques. 

R. Peelle Yes there is a case where we showed a mean absolute difference of 

+ 3.5%, but it really two groups 7% apart. 

•^' Czirr I would like to sharpen up this 3%. What do you suggest is the 

probability that the actual value is found in that + 3% band. 

R. Peelle I would like to refer this question to the subcommittee-chairman. 

B. Dlven You may get different answers if you ask different people. I 

would say that there is less than a 32% chance (this would be the chance for 

one standard distribution) that the true value is outside this + 3% range. 

Poenitz may not agree. 

W. Poenitz I agree with the exception of certain limited ranges. You can 

construct certain consistent data sets which agree much better than the + 3%. 

For example, if you consider the shape measured by Czirr, you get only a 1% 

difference for the normalization of this shape if you use the 14 MeV value 

of Cance instead of the 3.5 MeV value from my measurements. On the other 

hand, one can find arguments for the higher or lower side of the band. 

It probably is more a square-distribution. 

R. Peelle If I can summarize this, the standard distribution with 3% being 

one standard deviation is probably too pessimistic. Does the figure show 

all the data? (See Fig. 1). 

W. Poenitz No, these are only the more recent data. 

R. Peelle So, if we add some older data which we might not know how to 

reject, a bigger scatter might result. 
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W. Poenitz No, not an increased scatter, you will get a systematic effect. 

The older data will be systematically higher, you get the scatter only to 

one side, as high as the sky. 

J. Czirr I wonder, should we not give the users some information that the 3% 

is not a standard deviation. We should carefully state what we mean by this. 

R. Peelle What the figure shows is the consistency of the modern data. 

L. Stewart We have seen that problem before. What is the chance that a new 

measurement is within that band? 

W. Poenitz The implications of the question are not quite justified. The 

measurements within the last five years are really within that band. 

L. Stewart The data by Wasson and by Czirr are outside. They are much lower. 

W. Poenitz No, averaging over fluctuations they are in the band, they are on 

the low side of the band. This, of course, excludes the Czirr data above 100 

keV where the Li cross section is the major uncertainty. 

C. Bowman I would like to comment on your recommendation to measure directly 

absolute cross sections (for example Pu-239) instead of measuring ratios and 

the absolute U-235 cross section. In measuring ratios you eliminate the flux 

which I claim is the major source of problems. If anybody wants to spend 

more time on measuring absolute cross sections, I strongly urge him to meas­

ure U-235. Get that cross section better and better. I expect that a measure­

ment of Pu-239 is going to be a new data set which will be compared with others, 

etc. We will do all over again what we did for U-235. That has little 

meaning. I think that direct measurements on something other than U-235 may 

only be more confusing. 

W. Poenitz I completely agree that direct measurements of Pu-239 will only be 

confusing. The problem is that most people who would measure Pu-239, measure 

U-235 anyway and then the evaluator has the trouble with non-independent data 

sets. However, I feel, the restriction should be only for the same type of 

reaction (fission in this case). If you consider capture, you have a com-
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pletely different situation. It 1R « ̂ ^f^ 
avoid ™. .,. different type of reaction and you might 

r m l T ' T r "^^^" " " ^ " " " " ^ " ° " " ° - — " .easurelents. 
AS a ma ter of fact, it was from absolute capture measurements that the lower 
U-235 fission data were first predicted. 

£..Jowman I did not want to imply with my comment that one should stay away 

from absolute measurements of other types of reaction cross sections. 

Ri.^eelle I should emphasize that we did not mean to recommend that the 

absolute measurements for U-235 should nn^ v.̂  ,«„̂ « u 
u ^j3 snouid not be made. For many cross sections 

the ratio measurement is clearly preferable. 

^' ^°^-^- ^ ^ supporter of the statement in the summary, I would like to re­

peat the reason for it: Which way to choose to go depends very much on the 

experimental technique. In our case. It is clearly preferable to measure the 

absolute U-235 and the absolute Pu-239. It would be more difficult to meas­

ure the ratio. We would get larger uncertainties. I also think if you can 

make as easily the direct measurement as you can make the ratio measurement, 

then you should make the direct measurement. This is for obvious error pro­

pagation reasons. If you have say 50 factors which contribute to the 

absolute value, you have to tag on another 30 factors which contribute to 

the ratio measurement, though these 30 factors do not Include the flux. 

W. Poenitz Some of the 30 factors are identical with some of the 50 factors. 

They cancel out again. 

C. Bowman You ignore that there is a long history of measurements for U-235 

which we might not repeat for another isotope. But I agree, if you can 

measure the cross section easier absolutely than the reatio because of some 

specific arrangement, you should do it. But if it is equally easy, I think 

you should not spend the time for the absolute measurement, but measure the 

ratio. 

L. Stewart There is of course the problem that many people measure only 

relative ratios, one can normalize them as one chooses. The main reason why 

I would like to see some measurements on Pu-239 is that there is so much 
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structure in both, the U-235 and the ratio. Sometimes they are opposite to 

one another. Even if you know U-235 to + 3%, it is difficult to get Pu-239 

to 6%. It is so important that it would be good to have some direct measure­

ments . 

B. Leonard 1 would like to mention a problem which exists in the normaliza­

tion of data in the thermal energy range. One must be very careful to have 

a spacially uniform response of both, your fission detector and your flux 

monitor. It has been demonstrated repeatedly that you can get many percent 

diffemces in shape if you do not have a uniform response because you can 

have spacial variations of the flux with energy. 

R. Peelle I guess I would like to add one more point to the controversy of 

whether one should make direct Pu-239 measuremnt where feasible. With 

feasible I mean where a technique has not much more uncertainty if applied 

to Pu-239 instead of U-235. I align myself as strongly as I can with the 

subcommittee report. It seems that the error propagation suggests the most 

direct measurement possible. By this I do not suggest we ignore the avail­

able measurements for U-235 and the ratios. One should use these as well as 

one can. The few data we have for Pu-239 probably do not scatter much more 

than data for U-235. And as we learned a while ago, the ratios are not in as 

good a shape as we wish, which does not suggest that the flux measurements 

are in as bad a shape as suggested. 

L. Stewart I think it is a problem that many of the recent absolute cross 

sections are relative and we had to choose the normalization. That is why 

I would like to see some more points to pin it down. This does not mean 

that I suggest one should not continue to do the ratio measurement, I think 

that is the way to go. 

C. Bowman There is a final limitation in the resources. You cannot have 

it all, the absolute measurements and the ratios. 

C. Bowman I have another question about these low energy cross sections, how 

they agree, I think you said something like 3% 
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^' ^^^^^^ 2.5% from 7 to 11 eV and 3.5% from . 3 to 1 keV and then you are 
home free. 

^' ^°™^" °^^ ^^^ subcommittee come up with a possible suggestion on how the 
problem can be resolved. 

B. Leonard No, we do not know why different measurements which go from 

thermal to this 7.8 to 11 eV range should differ by more than 1%. The differ­

ence is almost 3.5% in this integral value. A problem may be to combine high 

resolution and low resolution data in a range where you have many resonances. 

R. Peelle In the region we are concerned with, it would not be difficult to 

look at the data themselves. I am sure that the same energy regions have been 

used. Deruytter and Wagemans said they ought to be able to get the 7.8 to 11 eV 

range with 1%. 

B. Leonard The Czirr and the Wagemans data differ around 1 keV nearly 10%, 

and still they start with essentially the same thermal values. If you 

normalize both sets at 1 keV, then they agree at higher energies. 

J. Czirr With respect to the problem B. Leonard mentioned with matching 

different energy regions; I think with modem techniques that should not be 

a problem, one ought to be able to do that. 

C. Bowman Let me ask in regard to the light-water reactors. Is it import­

ant in view of the light-water reactors that these cross sections are known 

much better, or is there no problem around 1 eV. 

B. Leonard No, the only data where there is a problem to get the thermal 

normalization to 1 eV is in the original data by Wagemans and Deruytter which 

show a discontinuity. The other differences in this range - as shown in my 

paper - are in the order of 0.5%. 

J. Czirr The cross sections which you need to calculate a thermal reactor -

you think they are still sufficiently known? 

B. Leonard The U-235 evaluation did not consider the ability to calculate 
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thermal reactors. As a matter of fact, it make it slightly worse. 

B. Peelle With this I would like to return the chair to the chairman of the 

meeting. 
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COHCLUVJHG REMARKS 

A. Smith I would like to conclude the meeting with some remarks that are 

the result of my observations during the past three days. It appears that 

one of the two most important aspects of the meeting is the wealth of new 

data presented. The other is the problem areas which were so well high­

lighted. The latter may, in themselves, imply a problem as the discussions 

and summaries of the working groups may give the impression that there are 

an overwhelming nimiber of problems and discrepancies. This is, in fact, 

deceptive as it is the proper nature of meetings such as this to give 

emphasis to problem areas while ignoring massive regions of really very 

good agreement. Many of the outstanding problems appear to me to be of a 

relatively minor and local nature. As a consequence, they can be resolved 

with minimal effort. This is, I think, a very significant advance from the 

situation of only a few years ago. An example is the structure in the 

U-235 cross section in the 250 to 300 keV region which is the principle 

source of the approximately 5% discrepancy in this local area. Relatively 

simple experiments should quickly resolve the issue. Another example is 

the energy-scale problem. I am glad to see that previous—and nearly 

fantastic-discrepancies—have largely vanished and the differences have 

been reduced to a relatively minor 20 keV problem. The resolution of even 

this small discrepancy appears simple, as verification measurements using 

resonances such as that at 2.08 MeV in carbon to accuracies of several keV 

should present no particular problem using a number of techniques. 

I would like to have seen the positive achievements of the past few 

years more emphasized then they were. It seems to me there have been 

tremendous improvements in the basic-reference U-235 cross section which 

may now be generally known to 3% or better over very much of the fast 

energy range. Similarly the situation for the U-238/U-235 relative ratio 

seems to be generally good excepting the very high energies. Absolute 

ratio data which are with one exception from monoenergetic neutron source 

measurements determine the normalization of U-238/U-235 with a high level 

of confidence. I am pleased to note that nothing has appeared that would 

be a catastrophy for such applications as the fast reactor program though 
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obviously some detailed discrepancies and ultimate accuracies remain 

matters of concern. 

I feel there are two goals for the future. First is the resolution of 

some of the outstanding local discrepancies; e.g., the U-235 structure near 

280 keV. The second is the more difficult and general objective of realiz­

ing accuracies of 2% or better on an absolute scale. The latter will be a 

far more tedious and difficult task. Hopefully, this meeting will stimu­

late work toward both of these objectives. 

In closing, I wish to thank all the attendees for their excellent 

contributions to the meeting and to express my appreciation for the able 

direction provided by the session chairmen. I am convinced that these 

small specialists meetings are the most productive way of attacking 

specialized problem areas and I feel it has been so in this instance. May 

I wish you all a pleasant journey. 

'a 

X 
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